Non-uniform coupling model of the frustrated chromium-based ring Cr$_8$Ni

Michal Antkowiak$^1$, Łukasz Kucharski$^1$, and Grzegorz Kamieniarz$^{1a}$

$^1$Department of Physics, A. Mickiewicz University, Poznań, Poland

c-mail: antekm@amu.edu.pl

Abstract. A numerically exact spin-Hamiltonian approach has been proposed for the frustrated Cr$_8$Ni molecule. The non-uniform exchange couplings parameters, improving the fit of the experimental magnetic susceptibility data, have been obtained, using a genetic algorithm search procedure. The energy intervals between the lowest multiplets, relevant for envisaged transitions observable in the INS spectra, have been determined and the critical fields corresponding to the first-level crossing have been estimated in agreement with experiment.

1 Introduction

Molecular nanomagnets based on transition metal ions have been very intensively investigated [1]. Their popularity is mostly due to the fact that quantum phenomena characteristic for a single molecule (like, e.g., quantum tunneling or step like field dependence of magnetization) can be observed in bulk samples. It is possible because nanomolecules are magnetically shielded from each other by organic ligands and the dominant interactions are those within the molecule. There are also expectations that this kind of materials may find application in quantum computing [2–5] and information storage devices [6].

A large family of molecular nanomagnets comprises ring-shaped molecules. Most of them contain even number of antiferromagnetically interacting ions. Only recently the first odd membered antiferromagnetic nanomolecules have been reported [7–11]. They are especially interesting because of magnetic frustration which is expected to appear in this kind of materials. The frustrated odd-numbered molecule analysed here (C$_2$H$_{11}$)$_2$NH$_2$Cr$_8$NiF$_8$[O$_2$CC(CH$_3$)$_3$]$_{18}$ (Cr$_8$Ni in short) belongs to the chromium rings family [12]. It was obtained by doping a nickel ion into a ring of eight chromium ions. Antiferromagnetic interactions between the nearest chromium ions and between chromium and nickel ions (respectively $J = 16$ K and $J' = 70$ K, denoted as $C$) were initially obtained by fitting the magnetic susceptibility $\chi$ [7, 13]. The notation is explained in the graphical model shown in Fig. 1. In the calculations the same value of the factor $g = 2$ was assumed for both types of ions and the single-ion anisotropy was neglected. Parameters showing better fit to the susceptibility curve were proposed by Furukawa et al. [14] ($J = 14.7$ K, $J' = 85$ K, $D_{Cr} = -0.42$ K, $D_{Ni} = -4.9$ K, denoted as $F$) and the role of the local Dzyaloshinskii-Moriya interaction was pointed out to explain the step blur in the in-field magnetization curves. This time the realistic values of $g$ were adopted, 1.98 for chromium and 2.20 for nickel. The single-ion anisotropy was taken into account but on the level of perturbative calculations.

In both approaches the ratio $\alpha = J'/J$ is surprisingly high, as for the non-frustrated molecule Cr$_9$Ni[15, 16] it is much smaller. The dramatic jump in the magnetic coupling $J'$ may be an artifact of the oversimplified model so that we aim at finding a non-uniform coupling model, lowering the value of $\alpha$ and improving agreement with experiment.

2 Models and methods applied

The model of Cr$_8$Ni molecule is presented on Fig. 1 and is described by the following Heisenberg Hamiltonian:

$$H = \sum_{j=1}^{8} J_j S_j \cdot S_{j+1} + \sum_{j=1}^{9} (D_j (S_j^z)^2 - g \mu_B B \cdot S_j),$$

(1)

where the Ni ion with spin $S = 1$ is located at site $j = 1$.

We consider models with varying degree of non-homogeneity of exchange integrals between chromium
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ions (Fig. 1). For all models the value of the coupling between the chromium and nickel ions is denoted by \(J\), the value of the exchange integral between the chromium ions closest to the nickel ion is denoted by \(J_1\) and the next in the order by \(J_2\) (see Fig. 1). Other couplings between the chromium ions are denoted by \(J\).

The basic model, which we call \(2J\), is characterized by equal values of the couplings between the ions of chromium \(J\), therefore \(J_1 = J_2 = J\). Models proposed by Cador et al. [7, 13] and Furukawa et al. [14] \(F\) are variants of the model \(2J\). The \(3J\) model is characterised by \(J_2 = J\). In the last proposed non-uniform model \(4J\) the values \(J', J_1, J_2\) can be different from \(J\).

To obtain the numerically precise values of the magnetic properties of the model we use the exact diagonalization (ED) technique. As the experimental data were obtained on a polycrystalline sample, it is important to average the susceptibility in both the \(z\) and \(x\) direction \(\langle \chi = \frac{1}{2}\chi_x + \frac{3}{2}\chi_z \rangle\). However, the calculations of the magnetic properties while the magnetic field is applied in \(x\) direction are too demanding with respect to amount of time and memory size, we have tried to simplify the model by neglecting anisotropy. As expected, our calculations for systems with a reduced number of chromium ions (Cr\(_6\)Ni, Cr\(_3\)Ni) showed a negligible impact of anisotropy on the averaged magnetic susceptibility due to the relatively low value of anisotropy for chromium and nickel. In the range of temperature for which experimental results have been obtained for Cr\(_6\)Ni [7, 13], the susceptibility curve of Cr\(_6\)Ni theoretical ring for zero anisotropy practically coincides with that calculated for a non-zero anisotropy and then averaged, as shown in Fig. 2. The susceptibility curves in the \(x\) and \(z\) directions are distinct but, the averaged curve and the curve for zero anisotropy coincide. Using this feature we can omit the \(x\) direction calculation and get exact results in the isotropic limit, exploiting the ED method.

By skipping the anisotropy we have performed simulations within the non-uniform models \(2J, 3J\) and \(4J\). In these models the number of parameters is increased and the single susceptibility fit may be ambiguous as far as the parameters are concerned. To estimate their values we have used a genetic algorithm (GA) approach based on the floating-point representation and standard arithmetic genetic operators. We have minimised the mean squared error defined as:

\[
MSE = \frac{1}{N} \sum_{i=1}^{N} (c_i - e_i)^2, \tag{2}
\]

where \(e_i\) is \(i\)-th value obtained experimentally, \(c_i\) is the corresponding value calculated for a given model, \(N\) is the number of experimental points.

GA is a method inspired by natural evolution that has become a commonly used tool to solve multi-objective optimization problems [17, 18]. It is very robust and works particularly well when the search space is broad and has complex landscape. It works by evaluating a set of potential solutions called a population. Each individual is assigned a value called fitness which is a measure of how well they fit the actual solution. In our case the fitness is the inverse of the \(MSE\) value (2). The better the fitness of an individual is, the higher the chance of providing more copies into the offspring population it has during a selection operation. After this step the individuals are also additionally mixed with each other by means of cross-over operator and individually via mutation operator. These steps make up a full iteration called a generation.

The initial population was created from a \(P = 18\) copies of a starting individual (parameters set). The algorithm worked for a fixed number of \(G = 10000\) generations. As a probabilistic method, GA has the ability to retrieve not only global extrema but local ones too. Moreover, it allows to escape from the attraction area of starting point local extremum, giving access to other possibly better solutions.

### 3 Results

We confirmed the temperature dependence of the susceptibility for the model \(C\) [7, 13] and \(F\) [14]. As to our model \(2J\), it has improved the quality of the susceptibility fit for the higher temperatures range compared to the \(C\) and \(F\) model predictions, however for the lowest temperatures it is slightly inferior (inset in Fig. 3) than that of model \(F\). Significant improvement in the quality of fit we obtained using the \(3J\) model (red curve in Fig. 3) than that of model \(F\). Significant improvement in the quality of fit we obtained using the \(3J\) model (red curve in Fig. 3) than that of model \(F\). Significant improvement in the quality of fit we obtained using the \(3J\) model (red curve in Fig. 3) than that of model \(F\). Significant improvement in the quality of fit we obtained using the \(3J\) model (red curve in Fig. 3) than that of model \(F\).

Using the parameters obtained for all the models and quoted in Table 1, we calculated the magnetization

<table>
<thead>
<tr>
<th>Model</th>
<th>(J) [K]</th>
<th>(J_2) [K]</th>
<th>(J_1) [K]</th>
<th>(J') [K]</th>
<th>(B_c) [T]</th>
</tr>
</thead>
<tbody>
<tr>
<td>(C)</td>
<td>16.00</td>
<td>(J)</td>
<td>70.00</td>
<td>2.89</td>
<td></td>
</tr>
<tr>
<td>(F)</td>
<td>14.70</td>
<td>(J)</td>
<td>85.00</td>
<td>2.72</td>
<td></td>
</tr>
<tr>
<td>(2J)</td>
<td>14.38</td>
<td>(J)</td>
<td>64.76</td>
<td>2.75</td>
<td></td>
</tr>
<tr>
<td>(3J)</td>
<td>14.89</td>
<td>(J)</td>
<td>14.15</td>
<td>48.66</td>
<td>2.67</td>
</tr>
<tr>
<td>(4J)</td>
<td>13.55</td>
<td>15.23</td>
<td>15.75</td>
<td>46.20</td>
<td>2.67</td>
</tr>
</tbody>
</table>
isotherms for \( T = 1.6\) K and \( T = 2.0\) K (see Fig. 4). The experimental data were published earlier [7], but have not yet been taken into account in modelling so that the theoretical curves \( C \) and \( F \) are new as far as we know. Models \( F, 2J \) and \( 3J \) lead to quantitative compliance of magnetization curve with experiment in the range of weak magnetic field. In the intermediate range deviations occur and reach 10%. In strong fields exceeding 9T, an improvement of a compatibility with the experimental data can be seen for temperature \( T = 2\) K.

We have also estimated the critical field \( B_c \) corresponding to the first singlet-triplet level crossing (see Tab. 1). They are consistent with experiment [14] showing the first step in the magnetization profile at \( B_c = 2.8\) T and the onset of inflection point in Fig. 4a for \( T = 1.6\) K. However, they cannot settle the matter of the best model.

The impact of the ratio \( \alpha \) of coupling between the ions of chromium and chromium and nickel ions on the low-energy structure is presented in Fig. 5 for the \( 2J \) model. For \( \alpha_1 < -0.19 \) the ground state is the state of \( S = 2 \), for \( \alpha_2 > 0.09 \) - state \( S = 0 \), whereas in between, the state \( S = 1 \). These results agree qualitatively with those obtained earlier [7]. However, the fact that the state \( S = 1 \) is the ground state in the range \( \alpha_1 \leq \alpha \leq \alpha_2 \) of finite width denies the statement [7] that the ring \( \text{Cr}_8\text{Ni} \) is not frustrated only for \( \alpha = 0 \). To fully determine the nature of this state it would be necessary to calculate the frustration signatures [11, 19].

Taking into account the parameters given in Table 1, the energy structure diagram for all the models considered is plotted in Fig. 6, whereas in Table 2 we compare the energy differences \( \Delta_{a\beta} \) for some transitions allowed by the selection rules [10] which can be probably observed in the inelastic neutron scattering (INS) experiment. The subscripts \( a, \beta \) refer to the levels which are identified by the
letters $a, b, ..., e$ and are shown in Fig. 6. The values of $\Delta_{\text{off}}$ for $C$ model definitely differ from those of other models. For the remaining models, the predictions are similar, although $\Delta_{ac}$ for the $4J$ model is significantly higher. These values may help in discrimination of the best model, when the INS experiment is performed.

In conclusion, we have established that the non-uniform coupling models improve the susceptibility fit to experiment and provide consistent agreement with the measured magnetization isotherms, including the critical fields $B_c$. They reduce the ratio $\alpha$, but not significantly so that they confirm the substantial difference between the coupling $J'$ and $J$. These findings were accomplished, optimising the $MSE$ (2), using the genetic algorithm procedure.

We demonstrated that the variant $C$ of the $2J$ model underestimates the susceptibility results and yields energy intervals significantly different than those following from the remaining models. We expect that further verification of the applicability of the non-uniform models can be provided by INS measurement. In particular, the experimental energy transfer corresponding to the INS peak around 0.9meV would be useful. It would also be interesting to have the zero-field splittings provided by the EPR transitions. However, to determine these effects, the anisotropy in the model (1) needs to be taken into account.
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Table 2. Energy differences of four lowest lying excited states for different models of Cr$_8$Ni molecule relevant for INS experiment. All values in meV.

<table>
<thead>
<tr>
<th>Model</th>
<th>$\Delta_{ab}$</th>
<th>$\Delta_{ac}$</th>
<th>$\Delta_{ad}$</th>
<th>$\Delta_{bc}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C$</td>
<td>0.34</td>
<td>0.95</td>
<td>2.12</td>
<td>1.61</td>
</tr>
<tr>
<td>$F$</td>
<td>0.30</td>
<td>0.85</td>
<td>1.94</td>
<td>1.48</td>
</tr>
<tr>
<td>$2J$</td>
<td>0.30</td>
<td>0.85</td>
<td>1.90</td>
<td>1.45</td>
</tr>
<tr>
<td>$3J$</td>
<td>0.29</td>
<td>0.88</td>
<td>1.95</td>
<td>1.45</td>
</tr>
<tr>
<td>$4J$</td>
<td>0.29</td>
<td>0.93</td>
<td>1.94</td>
<td>1.43</td>
</tr>
</tbody>
</table>