Theory of dissociative electron attachment: Biomolecules and clusters
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Abstract. Very broad $\sigma^*$ resonances, which are responsible for threshold structures and dissociative attachment in electron collisions with hydrogen halides, are also important in electron-impact bond-breaking in nucleobases and amino acids. We investigate this mechanism in more detail by carrying out model calculations of the N-H bond breaking in the uracil molecule. Although the $\sigma^*$ resonance is extremely broad at the equilibrium nuclear geometry, it is stabilized fast when the N-H bond is stretched, and this produces a substantial dissociative attachment cross section. In addition, very pronounced vibrational Feshbach resonances are seen below vibrational excitation thresholds. To incorporate the effect of a cluster environment in the dissociative electron attachment process, we develop further the multiple scattering theory for this process and calculate the dissociative attachment cross section for the CF$_3$Cl molecule embedded in the (H$_2$O)$_6$ cluster.

1. Introduction

Interaction of low-energy electrons with DNA nucleobases (thymine, adenine, cytosine, and guanine), organic acids, and amino acids is of great significance for the description of the molecular mechanisms in radiation damage [1–8]. When high-energy radiation interacts with a biological medium, it produces free radicals and low-energy electrons. This is a particularly important process in aqueous solutions as the biological damage induced by free radicals from the radiolysis of water far exceeds that by direct energy deposition to DNA [9]. Whereas the role of free radicals in the radiation damage has been well established, the role of low-energy electrons is still under intense investigations. Low-energy electrons in a medium are eventually trapped in a potential well and become ineffective in inducing biological damage [10]. However, before becoming solvated, they exist in so-called presolvated or precursor states with the lifetime of about 0.2-0.5 ps [11]. These presolvated electrons can very efficiently break bonds in chlorofluorocarbons [12] and DNA [13].

To understand the mechanism for bond breaking in biological molecules by low-energy electrons, we have to consider first their interaction with isolated molecules and investigate the dissociative electron attachment (DEA) processes which are primarily responsible for bond breaking at low energies. Then we have to investigate how these processes are affected by water environment. One way to study the...
latter problem theoretically is to place a molecule in an environment of a water cluster. The present paper reviews recent attempts to solve these problems.

With regard to DEA in electron collisions with biological molecules, we will be interested in the process of hydrogen loss, i.e. the reaction

\[ e + M \rightarrow (M - H)^- + H \]

where \((M - H)^-\) denotes the closed shell anion formed by the ejection of a neutral hydrogen radical from the temporary negative ion. From gas phase experiments, it was found that all the nucleobases [1–4], organic acids [5] and also amino acids [6–8] exhibit a hydrogen loss due to low-energy electrons. In biological environment, the anion \((M - H)^-\) can initiate further reactions leading to the cell damage.

To study the effects of a water environment, we place the attaching molecule in a water cluster and use the multiple-scattering theory [14, 15] to investigate how the water molecules affect the attachment amplitude and the DEA cross sections.

2. Hydrogen loss in uracil and thymine

2.1 Mechanisms

According to experimental [16–18] and theoretical [19] studies, the problem of the \((M - H)^-\) formation, where \(M\) stands for uracil or thymine, can be separated into two parts.

The H loss from the N1 site (see Fig. 1) can be treated as a direct capture into the lowest \(\sigma^*\) unoccupied orbital assisted by the interaction with the dipole-supported states. The H loss from the N3 site should be treated as capture into the second unoccupied \(\pi^*\) orbital with the following transition into the second \(\sigma^*\) state due to vibronic coupling. In the latter case the DEA mechanism is similar to that observed previously for chlorobenzene and vinyl chloride [20]. Although it is hard to separate these two reaction channels in practice, information about the cross section for the first reaction can be provided by performing experiments with uracil or thymine methylated at the N3 position [21]. Calculation of cross sections for these two channels involves different physics, and therefore requires different methods. The H loss from the N1 site involves a broad \(\sigma^*\) shape resonance and vibrational Feshbach resonances (VFRs) [22], and therefore requires the nonlocal complex potential approach [23], or equivalent R-matrix approach [24]. On the other hand, the H loss from the N3 site is primarily due to the relatively narrow \(\pi^*\) resonance, and the local approximation is adequate in this case. Unfortunately, the necessary inclusion of the vibronic coupling between \(\sigma^*\) and \(\pi^*\) resonances makes this problem more complicated.

The theoretical approach sketched above has been applied to DEA to uracil and thymine [19], and also to the hydrogen loss in formic acid, glycine [25], and aminobutanoic acid [26]. In spite of the
success of this approach, particularly in description of VFRs, and in spite of the excellent agreement with experiments on formic acid \[27\], several objections were made with regard to the existence of the $\sigma^*$ resonance in these systems. Indeed the standard Breit-Wigner parametrization of the scattering eigenphases did not allow for detection of a low-energy $\sigma^*$ resonance in formic acid \[28\], uracil \[29–31\] or glycine \[32\]. Our studies \[19, 25\] showed that the $\sigma^*$ resonances in these systems at the equilibrium nuclear geometry are extremely broad with the resonance width reaching 5-6 eV, therefore the resonance width actually exceeds the resonance energy. The time delay for this type of a resonance is insignificant, and the Breit-Wigner parametrization fails to produce any reasonable results, since the background phase shift varies with the same rate as the resonance phase shift, and sometimes, when there is a significant dipolar and polarization scattering, even faster.

It is reasonable to question the physical significance of such “superbroad” resonances. In fact the answer has been known for a long time since mid-80s when resonance vibrational excitation and DEA in collisions was studied and explained for hydrogen halides \[33, 34\]. More recently the state-of-the-art calculations for HF \[35\] were performed using the same ideas. In these systems the $\sigma^*$ shape resonance is barely visible, or sometimes not visible at all, in the elastic scattering. Nevertheless this resonance and its interaction with the dipole-supported state is crucial for producing threshold peaks in vibrational excitation and driving the DEA processes. In 2006 Michael Allan \[36\] noted that the same mechanism might be responsible for vibrational excitation of the O–H stretch in formic acid. This conjecture was confirmed by DEA calculations \[25\] for this system.

Since the Breit-Wigner parametrization for “superbroad” resonances fail, as well as the parametrization based on the time-delay matrix \[37\], we need an alternative method for the decomposition of the scattering matrix into the resonance part and the background part. This is accomplished either by the Feshbach projection-operator approach \[23\] or the resonance R-matrix method \[24\]. In the latter the Breit-Wigner parametrization is carried out not for the scattering matrix, but for the R-matrix. Since the long-range part of the electron-molecule interaction is eliminated from the R matrix, it is not affected by the dipolar and polarization scattering whose contribution to the scattering matrix varies rapidly with energy.

As far as we are dealing with the equilibrium internuclear geometry, such a separation into the background and resonant part is ambiguous and does not represent an essential physics because of negligible time delay, as discussed above. However, when the nuclear geometry changes along the dissociation path, the resonance is stabilized and its width becomes small near the stabilization point where the temporary negative-ion state becomes bound. At this stage the resonant scattering becomes physically significant.

We conclude that the description of scattering at the equilibrium geometry in terms of a “superbroad” resonance is just a convenient mathematical tool allowing extrapolation of scattering parameters from the region close to the stabilization point, where the resonance description has a direct physical meaning, to the region of the equilibrium nuclear geometry. Physically it is very unlikely that the electron will be captured at the equilibrium geometry without autodetachment. However, at stretched geometries this process is becoming more likely, although the probability to find the molecule at a stretched geometry is decreasing with the deviation from the equilibrium. We have a competition between the Franck-Condon factor and the survival factor, well-known since the early work on the DEA process \[38\]. The magnitude of the DEA cross section depends critically on how quickly the stabilization occurs. The survival factor characterizes this process in the local approximation \[38\]. However, the long-range interaction causes threshold structures, VFRs and threshold cusps, which cannot be described by the local theory, therefore the survival factor argument can be used only qualitatively for systems with a strong long-range (dipolar and polarization) interactions. To illustrate this point, in the next section we present model calculations for uracil showing how DEA cross sections depend on the resonance width and the position of the stabilization point.
2.2 Model calculations for uracil

We start with a model approach used in Ref. [19]. We assume one reaction coordinate roughly corresponding to the N1-H stretch. Then the process of H loss in thymine is not different from that in uracil, and the results can be applied to both molecules.

The resonance width used in calculations [19] is shown in Fig. 2. It was derived from the resonant R-matrix theory with the R-matrix surface amplitude and the position of the resonance pole fitted to reproduced the ab initio width calculated using the Finite-Element Discrete Model [39].

The corresponding DEA cross section presented in Fig. 3 exhibit sharp peaks at the vibrational excitation threshold due to VFRs and threshold cusps. The resonance below the \( v = 3 \) threshold is particularly pronounced. However, after averaging over the electron energy distribution with the width of 0.07 eV, typical for experiments, the peak value below the \( v = 3 \) threshold is reduced to about \( 0.04 \times 10^{-16} \) cm\(^2\). To investigate the effect of the survival factor, we performed two series of model calculations. In the first, presented in Fig. 3, the resonance width was reduced by factors 1.54 and 2.6. In the latter case the scattering at the equilibrium nuclear geometry becomes more of the “classical” resonance scattering with a well-defined resonance width. The survival factor increases dramatically and the peak in the DEA cross section moves much closer to the resonance position (3.13 eV). VFRs are not as pronounced in this case since the direct capture into the valence resonance state dominates.

In the second series of calculations we kept the resonance width unchanged but varied the anion potential curve in order to change the crossing (stabilization) point. The corresponding potential energy curves are shown in Fig. 4 where the solid (black) anion curve is the original curve used in calculations of the first series. It crosses the neutral curve at \( \rho = 0.703 \) a.u. where \( \rho \) is the N1-H separation relative to the equilibrium. The dashed (red) and dash-dotted (blue) curves cross the neutral at \( \rho = 0.732 \) and 0.673 a.u. respectively.

The corresponding cross sections are presented Fig. 5. A strong increase in the absolute magnitude of the cross section is observed when the crossing point moves closer to the equilibrium internuclear separation. VFR at the \( v = 3 \) threshold becomes much more pronounced. However, in contrast to the results of calculations of the first series, the position of the region where the DEA cross section
Figure 3. DEA cross sections for uracil. In calculations presented by curves 2 (red) and 3 (blue) the resonance width has been reduced by factors 1.54 and 2.6 respectively. The VFRs or threshold cusps are observed at the $v = 3, \ldots, 8$ thresholds.

Figure 4. Potential energy curves showing dependence of energy on the N1-H separation relative to the equilibrium position. For solid (black) anion curve the crossing point is at 0.703 a.u., for dashed (red) curve at 0.732 a.u., and for dash-dotted (blue) curve at 0.673 a.u.

is substantial does not change at all. When the stabilization point is moved farther away from the equilibrium, the cross section becomes substantially smaller. We conclude that even with the “superbroad” resonance at the equilibrium nuclear geometry we can have a substantial DEA cross section if the resonance is stabilized fast when the geometry changes.
3. Multiple scattering theory

In Ref. [40] we applied the multiple-scattering theory [14, 15, 41] to calculations of attachment amplitude in the presence of a water cluster. The expressions we used incorporated the multiple scattering effects only partly. Here we remove this deficiency by incorporating all scattering events self-consistently.

We assume that only one molecule captures the electron while others (the water molecules) act as rescatterers. In the spirit of the multiple-scattering theory [42], we represent the field of the cluster by a potential consisting of two types of regions defined by a set of nonoverlapping spheres. The potential within each sphere is equal to the potential (not necessarily spherically-symmetric) of the corresponding molecule, and we assume that the potential is zero outside the spheres. This approach is approximate, of course, since it neglects the long-range part of the potential due to each molecular unit. It is reasonable to neglect these long-range effects within the cluster. Outside the cluster these effects might be significant due to the effect of the net dipole moment and/or polarizability of the cluster. However, whereas these effects are important in elastic scattering, they should be insignificant in the electron attachment problem, since the resonance capture amplitude is dominated by a very few partial waves.

The asymptotic form of the wave function outside the sphere encompassing the molecule $n$ is

$$
\Psi(r_n) = 2\pi i \sum_{LL'} A_n^L [2j_l(k r_n)\delta_{LL'} + T_{LL'}^n(h_l^{(1)}(k r_n))] Y_L(\hat{r}_n),
$$

(1)

where $r_n$ is the electron position relative to the molecule $n$, $k$ is the momentum of the incident electron, $L = (l, m)$, $j_l$ and $h_l^{(1)}$ are spherical Bessel and Hankel functions, and $T_{LL'}^n$ is the corresponding scattering matrix. The amplitudes $A_n^L$ are determined from the system of linear equations

$$
A_n^L(k) = e^{i\mathbf{k} \cdot \mathbf{R}_n} Y_L^*(\hat{k}) + \frac{1}{2} \sum_{n' \neq n} \sum_{L_1 L_2 L_2'} i^{l^2-l} A_{n'}^{L_2'}(k) F_{mm_1m_2}^{l_1l_2} T_{L_2 L_2'}^{n'} h_{l_1}^{(1)}(R_{nn'}) Y_{L_1}(\hat{R}_{nn'})
$$

(2)
where $\mathbf{R}_n$ is the position of the center of mass relative to the origin, $\mathbf{R}_{nn'} = \mathbf{R}_n - \mathbf{R}_{n'}$, and
\[
\mathcal{P}_{m_1,m_2,m_3}^{l_1,l_2,l_3} = i^{l_1+l_2-l}(-1)^m [4\pi(2l_1+1)(2l_2+1)(2l_3+1)]^{1/2} \left( \begin{array}{ccc} l_1 & l_2 & l_3 \\ 0 & 0 & 0 \end{array} \right) \left( \begin{array}{ccc} m_1 & m_2 & m_3 \end{array} \right).
\] (3)

The $\cdots$ s represent Wigner 3-j symbols.

Equation (2) contains all amplitudes including the amplitude $A_L^c$ for the attaching molecule. After it is obtained, the capture amplitude $V^{(c)}$ is calculated as
\[
V^{(c)}(k) = \sum_L A_L^c(k)V_L^{(0)}
\] (4)

where $V_L^{(0)}$ is the partial capture amplitude for an isolated molecule related to the total capture amplitude $V^{(0)}(k)$ by the equation
\[
V^{(0)}(k) = \sum_L V_L^{(0)}Y^*_L(\hat{k}).
\] (5)

The capture amplitude $V^{(c)}(k)$ can be rewritten in the following form convenient for calculations
\[
V^{(c)}(k) = \sum_{nL} C_{nL}e^{i\mathbf{k}\cdot\mathbf{Rn}}Y^*_L(\hat{k})
\]

where
\[
C_{nL} = \sum_L V_L^{(0)}(M^{-1})_{LL'}^{cn}
\] (7)

and the matrix $M$ is given by
\[
M_{LL'}^{nn'} = \delta_{LL'} - \frac{1}{2}(1 - \delta_{nn'})i^{r-l} \sum_{L_1L_2} h_{l_1}^{(1)}(\mathbf{R}_{nn'})Y_{L_1}(\hat{\mathbf{R}}_{nn'})\mathcal{P}_{m_1,m_2,m_3}^{ll_1l_2l_3} \tau_{L'L}^{n}.
\] (8)

Note that in the equations above the capture amplitude is dependent on internal nuclear coordinates $q$. Inclusion of this dependence is necessary for description of nuclear motion during the DEA process. First we calculate the resonance width $\Gamma(q,k)$
\[
\Gamma(q,k) = 2\pi \int |V^{(c)}(k,q)|^2 d\hat{k}.
\] (9)

For the calculation of the DEA cross section we solve an inhomogeneous Schrödinger equation with a nonlocal complex potential [23] which is constructed from the width function $\Gamma(q)$ and the shift function
\[
\Delta(q,k) = \frac{1}{2\pi} P \int_0^\infty dE' \frac{\Gamma(q,k')}{E - E'}.
\] (10)

where $E = k^2/2$, and the symbol $P$ stands for the principal value of the integral. The basic equation of the nonlocal complex potential theory is solved by the quasiclassical method [43, 44].

The scattering $T$-matrices for H$_2$O were taken from the ab initio R-matrix calculations as described in Ref. [40]. The $^2A_1$ contribution to the elastic electron scattering by CF$_3$Cl was calculated within the framework of the resonance R-matrix model [45] with some adjustments to get a better agreement with ab initio calculations [46, 47].

In Fig. 6 we present the DEA cross sections for the CF$_3$Cl molecule embedded in a water hexamer cluster for the geometry described in Ref. [40]. The cross section is very sensitive to the vertical attachment energy shift due to the cluster environment. This shift is called sometimes the “solvation energy.” Because of some uncertainties in this quantity, we present results of two calculations: one with
the zero shift (curve 2) and the other with the negative shift $-0.2434$ eV. The present theory produces the cross section enhancement due to the cluster environment, as was already established in Ref. [40], although quantitatively results are somewhat different. An accurate calculation of the vertical attachment energy shifts is required for more reliable results for the DEA cross sections.

4. Conclusion

The major conclusion following from the recent studies of DEA to formic acid [25], uracil [19], aminobutanoic acid [26], and from the model calculations presented in the present paper, is that very broad $\sigma^*$ resonances play the crucial role in the hydrogen loss in these molecules due to low-energy electrons. Although these resonances are “superbroad” at the equilibrium nuclear geometry, they get stabilized fast when the bond is stretched.

Further development of the multiple scattering approach for DEA confirms the enhancement effect due to the cluster environment, although the DEA cross sections are very sensitive to the theory details, particularly to the vertical attachment energy shift due to the anion interaction with surrounding water molecules. For reliable quantitative results more research in this challenging field is necessary.
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