Prediction of Liquid Sodium Flow Rate through the Core of the IBR-2M Reactor Using Nonlinear Autoregressive Neural Networks
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\textbf{Abstract.} This paper presents an artificial neural network method for long-term prediction of liquid sodium flow rate through the core of the IBR-2M reactor. The nonlinear autoregressive neural network (NAR) with local feedback connection has been considered as the most appropriate tool for such a prediction. The predicted results were compared with experimental values. NAR model predicts slow changes of liquid sodium flow rate up to two days with an error less than 5%.

\section{Introduction}

The IBR-2M pulsed reactor with periodic pulse operation (modernized version of IBR-2 reactor) was commissioned with the average power of 2 MW at the Joint Institute for Nuclear Research (Dubna, Russia) in 2012. The reactor generates short 200 $\mu$s neutron pulses at half-width with period 0.2 s and amplitude of 1830 MW. The reactor coolant is liquid sodium. The variation in the temperature and the flow rate of the liquid sodium through the core affects the reactivity fluctuation and power. The goal of this work is to predict the liquid sodium flow rate through the core of the IBR–2M during reactor operation. It is important for ensuring safety and reliable operation of the reactor. Earlier, artificial neural network (ANN) was used widely to study the pulse energy noise dynamics of IBR–2 [1–4]. With the development of powerful computation systems and also such new methods as nonlinear autoregressive neural network (NAR) [6], their application for data analysis to forecasting of the liquid sodium flow rate on the modernized IBR–2M reactor is again of major importance.

\section{Experimental data and basics of choice modelling}

The original time series to be predicted (on the liquid sodium flow rate) were recorded within four days of reactor cycle. The measurement period (or sampling frequency) amounted to 0.1 s. The reactor operates continuously for a 12 day cycle followed by a shut down to prepare for the next
experiments. The length of the time series during the measurement reached \( \sim 5 \cdot 10^7 \) values. Based on the connection pattern, the ANN can be grouped in two categories: feed forward networks, in which ANN graphs have no loops, and recurrent (or feedback) networks, in which loops occur because of feedback connection. Neurons of feed forward networks, called multilayer perceptrons, are organized into several layers that have unidirectional connection between them. The neural network technique was chosen as a predictor. Several types of feed forward multilayer perceptrons and the ARIMA model [5] were tested, but the best results were achieved only when the feedback was included into the neural network scheme. Generally, the feed forward networks are static, that is, they produce only one set of output values rather than a sequence of values from a given input. Feed-forward networks are memory-less in the sense that their response to an input is independent of the previous network state. Feedback networks, on the other hand, are dynamic systems. When a new input pattern is presented, the neuron outputs are computed. Because of the feedback paths, the inputs to each neuron are then modified, which leads the network to enter a new state [6]. Such types of neural networks are commonly used for modelling dynamic nonlinear time series. The nonlinear autoregressive neural network (NAR) is a recurrent dynamic network based on an autoregressive model with feedback connection [7–9]. The NAR type of neural network with feedback connection is widely applied for noisy time series prediction. In particular, in this study it is applied to predict the liquid sodium flow rate through the core of the IBR–2M. NAR prediction results are more accurate as compared to the common feed forward networks.

3 Nonlinear autoregressive neural network

The artificial neural networks are one of the basic directions of the modern theory of the artificial intelligence [6]. As an intelligent system, an ANN has the ability to recognize and predict time series data and its nonlinear characteristics. The output of a neuron can be written parametrically as the following equation,

\[
y_j = f(b + \sum_i w_{ij} x_i),
\]

(1)

where \( b \) is the bias for neuron, \( f \) is the activation function, \( w_{ij} \) are the weights, \( x_i \) is the input and \( y \) represents the output [6,8,10]. In this work, the type of activation function \( f \) was chosen as a sigmoid for hidden layer,

\[
f(x) = \frac{1}{1 + e^{-\alpha x}},
\]

(2)

where \( x \) is the argument of the function, \( \alpha \) is a coefficient.

In the process of NAR training the network does not use the feedback connection. Two days of liquid sodium flow rate data are used as the training sample, which consists of 700 vectors with \( n + 1 \) components \( \{G(t-1), G(t-2), \ldots, G(t-n); \hat{G}(t)\} \), where the first \( n \) components are for input and the last one for output, \( G(t) \) denotes the liquid sodium flow rate through the core of the reactor; \( \hat{G}(t) \) is the output (predicted value); \( n \) is the feedback delay.

After training with all the weights fixed, the next predicting stage demands to include into the NAR structure the feedback connection, which brings dynamics to the NAR output. NAR uses the weight values obtained on the previous stage and additionally includes the feedback connection. The structure of the NAR NN is shown in figure 1.

The NARs are based on back-propagation training algorithms that were used for long-term time series prediction with MATLAB [10]. In our application NAR has \( n \) inputs, one output neuron and a single hidden layer with 20 neurons. After the autocorrelation analysis of the liquid sodium flow
rate variables, the number of feedback delays was set to $n = 44$. The NAR structure with 20 hidden neurons was found to be the most effective after testing the efficiency of networks with 10 and 15 neurons. In the training phase, the Levenberg-Marquardt back-propagation algorithm \cite{11} is used to minimize the network error. The data set of training was divided into three parts: 70\% for training, 15\% for validation, and 15\% as test data. The training sample included the above mentioned 700 values from the first two days of liquid sodium flow rate data of reactor operation. The open loop network closed after training and the addition of the feedback connection. After training, the first two days of data are applied to predict values $\hat{G}(t)$ for the next two days. The predicted values are then compared with the experimental ones to validate the NAR efficiency.

![Figure 1. Structure of NAR network](image)

4 Results and discussion

![Figure 2. Comparison between measured daily liquid sodium flow rate through the core of the IBR-2M and predicted by the proposed NAR model (on the left). Prediction error (relative difference) between experimental and predicted data (on the right).](image)

The goal was to predict two days data points $\hat{G}(t)$ from two previous days data $G(t)$. The results of the liquid sodium flow rate prediction and the prediction error are shown in figure 2. Figure 3
Almost linear relationship (on the left) and power spectrum (on the right) of experimental results and predicted data using the proposed NAR model illustrates the comparison of experimental and predicted data in terms of the linear relationship and the power spectrum. There is very good agreement between them ($R = 0.98$). The spectral shape and power spectrum amplitude of the liquid sodium flow rate are practically the same.

5 Conclusion

In this paper, we presented a predicting methodology for liquid sodium flow rate through the core of the IBR-2M based on the nonlinear autoregressive neural network.

The study was fulfilled to choose the best predictor for the liquid sodium flow rate through the core of the IBR–2M during a reactor operation. Such standard methods, as the conventional feed forward multilayer perceptrons and the ARIMA model were tested, but they were unable to realize even one day of satisfactory prediction. The nonlinear autoregressive neural network (NAR) model allows to predict slow changes of the liquid sodium flow rate up to two days within a prediction error less than 5%. The very good agreement ($R = 0.98$) was demonstrated between experimental results and data predicted by the proposed NAR model.

Thus the results produced by the NAR network are more accurate with better long-term predicting than the standard methods.
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