ABSTRACT

We developed an explicit approach for the retrieval of the complex refractive index from optical data, i.e. backscatter and extinction coefficients measured with lidar. In this approach we assume that we know the particle size distributions as well as the optical data. On the basis of this approach we carried out numerical simulations in order to test the uncertainty of the retrieval of the complex refractive index in dependence of the combination of extinction and backscatter coefficients, the measurement wavelengths and measurement errors.

1. INTRODUCTION

A number of methods for the retrieval of particle microphysical parameters from multiwavelength lidar measurements was developed in the past years [1-5]. The methods require us to apply a grid of complex refractive indices (CRI) as input; for example, real parts in this grid may range from 1.3 to 1.8 and the imaginary part may range from 0 to 0.05. The final solutions of the CRI grid then are defined implicitly in the sense that the solutions fulfill a specific set of constraints and mathematical rules. For example, the constraint is applied that the optical data that follow from these solutions agree to the input optical data that were used in the retrieval. Besides that, the rule of averaging the solutions in the vicinity of the modified discrepancy minimum can be exploited as well [3]. In this contribution we explored an approach which allows us to derive the CRI explicitly from optical data (OD) taken with lidar. The particle size distribution (PSD) in our approach is assumed to be known.

In section 2 we present the methodology. In section 3 we carry out numerical simulations with synthetic optical data. We assume that the PSDs can be described by the log-normal law. Section 4 summarizes our results.

2. METHODOLOGY

OD such as extinction \( \alpha(\lambda) \) and backscatter \( \beta(\lambda) \) coefficients measured with lidar at wavelength \( \lambda \) are related to the PSD \( f(r) \) via integral equations of the form

\[
\int_0^\infty K_s(\lambda,m,r)f(r)dr = g(\lambda), \quad g=\alpha,\beta \quad (1)
\]

where the kernels of the integral equation \( K_s(\lambda,m,r) \) are described by Mie theory in case of spherical particles of radius \( r \) and CRI \( m=m_\text{re-imi} \).

In our previous work we investigated Eq. (1) to estimate the PSD \( f(r) \) on the basis of input data \( \alpha(\lambda) \) and \( \beta(\lambda) \). If we assume that there is some estimation of \( f(r) \) [2-3] then we can rewrite eq. (1) and use this estimation of \( f(r)\) for the retrieval of \( m\), i.e. we can write

\[
g(m)=g \quad \text{where} \quad g=\alpha,\beta \quad (2)
\]

and for fixed wavelength \( \lambda \) we obtain

\[
g(m)=\int_0^\infty K_s(\lambda,m,r)f(r)dr, \quad g=\alpha,\beta \quad (3)
\]

This equation is a typical nonlinear algebraic equation and we define it on the domain

\[
m_\text{re} \in [1.3, 1.8], \; m_\text{im} \in [0, 0.099] \quad (4)
\]

Since we deal with the unknown parameter \( m \) that depends on pairs of values \((m_\text{re},m_\text{im})\) we need to consider Eq. (2) two times, i.e. for the different data types \( \alpha \) and \( \beta \) or at the different wavelengths \( \lambda_1 \) and \( \lambda_2 \) in order to make the problem determinate. As a result we obtain two unknown parameters \( m_\text{re} \) and \( m_\text{im} \) for two nonlinear algebraic equations which theoretically can be solved.

Unfortunately, an analytical solution of the system (2) is not possible. For that reason we reformulate this problem in another way. Let us compute three different kinds of discrepancies:

\[
\rho_\alpha^2(m)=\|g-g(m)\|^2/g^2 \quad g=\alpha,\beta \quad (5)
\]

\[
\rho_\beta^2(m)=\|\rho_\alpha^2(m)+\rho_\beta^2(m)\|/2 \quad (6)
\]

The vector \( m \) denotes the pair \((m_\text{re},m_\text{im})\). In that case, the solution of the system (2) can be treated as a minimization problem for the discrepancies.
\[ \rho_j^2(m) = \rho_j^2(m_R, m_I) \rightarrow \min_{j=\alpha, \beta, t} \quad (7) \]

where we consider the constraint used in (4).

There are plenty of approaches to minimize the functions \( \rho_j^2(m) \): gradient method, random search, method of cyclic descent (MCD) and so on [6]. In view of the information we have about the kernel functions we use the MCD in our investigation.

This method of function optimization does not require us to calculate the derivative and one of the modifications of the MCD used here can be described by the following algorithm:

1. We define an arbitrary initial value, for example, \( m^0 = (1.3; 0) \). 
2. One of the two unknown parameters is fixed, for example, \( m_R^0 \) and we consider the one-dimensional minimization problem for \( \xi \):
   \[ \rho_j^2(m_R^0, \xi) \rightarrow \min_{j=\alpha, \beta, t} \quad (8) \]
   on the domain \( \xi \in [0, 0.1] \). This problem can be solved, for example, with the golden section method [6]. After this step the 1st approximation for the parameter \( m_R \) is found as
   \[ m_R^1 = \xi^* \]  \quad (9)
   where \( \xi^* \) is the solution of problem (8).
3. Another parameter is fixed, in our case \( m_I^1 \), and the one-dimensional minimization problem is considered again for \( \xi \):
   \[ \rho_j^2(\xi, m_I^1) \rightarrow \min_{j=\alpha, \beta, t} \quad (10) \]
   on the domain \( \xi \in [1.3, 1.8] \). After this step the 1st approximation for the parameter \( m_I \) is found, i.e.,
   \[ m_I^1 = \xi^* \]  \quad (11)
   where \( \xi^* \) is the solution of problem (10).
4. We compare the two points \( \rho_j^2(m_R^0, m_I^0) \) and \( \rho_j^2(m_R^1, m_I^1) \). If the deviation \( \Delta \rho_j \)
   \[ \Delta \rho_j = |\rho_j^2(m_R^1, m_I^1) - \rho_j^2(m_R^0, m_I^0)| < \varepsilon, \quad j=\alpha, \beta, t \]  \quad (12)
   is fulfilled at the preliminarily initialized threshold \( \varepsilon \) the iteration process is stopped. Otherwise steps 1-4 should be repeated.
5. With the last iteration \( n \) we obtain the solution \( m^* = m^n \) from problem (7).

The minimization procedure including the steps 1-5 formalizes our explicit approach to the retrieval of the CRI from a set of OD measured with lidar.

### 3. NUMERICAL SIMULATION

We used our approach of retrieving the CRI with synthetic OD that were computed directly with Eq. (1) for known CRI and PSD \( f(r) \) which is described by the lognormal law. We used a range of values for the mean radius \( r_0 \in [0.1, 0.3] \) \( \mu \) and the mean width \( \sigma \in [1.3; 2.0] \) (defined according to the lognormal law) and we computed synthetic OD for different \( \lambda \). Here we present some results of the CRI retrievals on the basis of a lognormal PSD with \( r_0 = 0.22 \mu m, \sigma = 1.65 \) and \( m = 1.4 - i0.0019 \). It is not a very special case. However it illustrates quite well the major particularities of the problem of CRI retrievals.

First, we tested OD sets that consist of 1-3 backscatter coefficients (corresponding to measurement wavelengths of 355, 532, and 1064 nm) and 1-2 extinction coefficients (corresponding to measurement wavelengths of 355 and 532 nm). We show a few examples of our studies.

As we discussed in section 2 we need at least two coefficients to make our problem determinate. We considered in our first simulation the input OD that contain only backscatter (2\( \beta \)) or only extinction (2\( \alpha \)) coefficients at \( \lambda = 355 \) nm and \( \lambda = 532 \) nm. Unfortunately, the minimization procedure for the functionals \( \rho_j^2(m) \) and \( \rho_j^2(m) \) failed for these combinations of input OD. This result agrees well with previous studies [2, 3]. If we include the backscatter coefficient at \( \lambda = 1064 \) nm we do not find a significant improvement of the results based on this set of 3\( \beta \).

The retrieval results for the input set 1\( \beta + 1\alpha \) (\( \lambda = 532 \) nm) are shown in Fig. 1: the discrepancies \( \rho_j(a), \rho_j(b) \) and \( \rho_j(c) \) are shown in dependence of the parameters \( m_R \) and \( m_I \). The minimum values close to 0% correspond to the true CRI (red circle) on these maps. The maximum values are 22.6% for \( \rho_a \) and 1180% for \( \rho_b \). A very important and typical property of the two surfaces shown in Fig. 1b and 1c is that they contain the light areas (“anti-gradient” direction) with smallest values (0%-1%) distributed from the point \( m = 1.4 - i0.0019 \) to the point \( m = 1.8 - i0.099 \) for \( \rho_b \) and from the point \( m = 1.4 - i0.0019 \) to the point \( m = 1.55 - i0.099 \) for \( \rho_a \). Apparently it results from the properties of the kernel functions \( K_{\beta}(\lambda, m, r) \) and \( K_{\alpha}(\lambda, m, r) \).

To extract in a better way the behavior of the three surfaces near the minimum values we connected the 5 points with solid lines along the smallest discrepancies. Unfortunately, the lines are spread out along all anti-gradient directions. It means that even a small averaging interval of the discrepancy [3] can lead to the large variations of the CRI in the range (4).

Fig. 1 shows the CRI (big blue close circle) retrieved with our minimization procedure described in section 2. In that procedure we used the initial values \( m^0 = (1.8; 0.0) \) and \( \varepsilon = 10^{-13} \). After
We carried out numerical simulations in order to test the capabilities of this method. We investigated the uncertainty of the CRI retrievals in dependence of the measurement error. We showed that we can achieve an accuracy of \( \pm 0.05 \) for the imaginary part and \( \pm 0.3 \) for the real part if the uncertainty of the OD is 10\% and if we do not apply any other constraints to the investigated parameters. The accuracy of the CRI retrieval can be improved significantly if, for example, extinction coefficients from optical depth measurements at longer wavelengths are used. Data at longer wavelengths could for instance be provided by a combination of lidar with passive remote sensing. The example for 1064 nm shows that the accuracy of the CRI retrieval can be improved if we take into account other combinations of OD that can be measured by lidar, for example, 3\( \beta + 2 \alpha \). Recent studies [7] also demonstrate that extra constraints are necessary for accurate estimations of the CRI.

We therefore investigated options that would allow us to improve the CRI retrieval. We considered measurement scenarios in which we might have another extinction value at a wavelength above 532 nm. We are not aware of lidars that measure extinction at 1064 nm. However, we could think of a measurement configuration in which we combine lidar with a passive remote sensor that measures at around 1064 nm or a longer wavelength. For example, AERONET sunphotometer provides optical depth at 1640 nm. We could use lidar profiles to derive profiles of extinction from optical depth measured at this longer wavelength. Previous feasibility studies have shown how this could be done, e.g., Balis et al. [9]. We show the results for the scenario in which we have extinction at 1064 nm.

Fig. 2 shows results for \( 1\beta + 1\alpha \) at \( \lambda = 1064 \) nm. The extinction anti-gradient changes the direction significantly, and for 10\% measurement error the CRI retrieval is still accurate to \( \pm 0.013 \) for the imaginary part and to \( \pm 0.025 \) for the real part (see small open circles in Fig. 2a). If we use extinction at 2 \( \mu m \) we obtain the imaginary part to an accuracy of \( \pm 0.004 \) and the real part to an accuracy of \( \pm 0 \).

We note one more result of our analysis. A recent publication [8] demonstrated a specially developed approach to extracting the real part of the CRI. Our study shows that if we can estimate either the real or the imaginary part of the CRI we can derive immediately the other part of the CRI on the basis of the anti-gradient area that is shown in the \( \rho_g \) map. For example, if in our simulation case we would constrain the real part within the range [1.40;1.45] the imaginary part range could be constrained to the interval [0;0.015] (see Fig. 1a).

4. CONCLUSION AND SUMMARY

We present an approach for the retrieval of the CRI in an explicit way from OD taken with lidar. We carried out numerical simulations in order to test the capabilities of this method. Our approach allows us to estimate the CRI with any pre-assigned accuracy if the OD and the PSD are known. However the method can be employed only for the case of combinations of backscatter and extinction coefficients. We investigated the uncertainty of the CRI retrievals in dependence of the measurement error. We showed that we can achieve an accuracy of \( \pm 0.05 \) for the imaginary part and \( \pm 0.3 \) for the real part if the uncertainty of the OD is 10\% and if we do not apply any other constraints to the investigated parameters.
Fig. 1. Discrepancies $\rho_t$ (a), $\rho_\beta$ (b) and $\rho_\alpha$ (c) versus $(m_R,m_I)$ for the OD set 1+$\beta$+$\alpha$ at $\lambda=532$ nm. Big close red and blue circles show the true values and the retrieved values of the CRI, respectively. The solid line connects the five points that are obtained from the smallest discrepancy values which are less than 1%. The small open circles are the retrieved CRIs if the OD error varies from 0 to 10 % (not shown for $\rho_\alpha$). Legend’s black square means 591 % (a), 1180% (b) and 22.8% (c).

Fig. 2. Same as Fig. 1. but the OD set 1+$\beta$+$\alpha$ includes the backscatter and extinction coefficients at $\lambda=1064$ nm.
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