Track vertex reconstruction with neural networks at the first level trigger of Belle II
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Abstract. The track trigger is one of the main components of the Belle II first level trigger, taking input from the Central Drift Chamber (CDC). It consists of several stages, first combining hits to track segments, followed by a 2D track finding in the transverse plane and finally a 3D track reconstruction. The results of the track trigger are the track multiplicity, the momentum vector of each track and the longitudinal displacement of the origin or production vertex of each track ("z-vertex"). The latter allows to reject background tracks from outside of the interaction region and thus to suppress a large fraction of the machine background. This contribution focuses on the track finding stage using Hough transforms and on the z-vertex reconstruction with neural networks. We describe the algorithms and show performance studies on simulated events.

1 Introduction

Belle II \cite{1} is an upgrade of the Belle experiment, which is currently being constructed at KEK in Tsukuba, Japan. It is located at the asymmetric e\textit{+}e\textit{−} collider SuperKEKB \cite{2}, which will operate at center of mass energies at and around the \feynman{\Upsilon}(4S) resonance. The \feynman{\Upsilon}(4S) decays almost exclusively to \feynman{B\bar{B}} pairs, which are nearly at rest in the center of mass system. The boost of the system allows to measure the difference between the two B decay times and thus to study time-dependent CP violation in the B meson system. SuperKEKB is designed to achieve an instantaneous luminosity of \(8 \times 10^{35} \text{cm}^{-2} \text{s}^{-1}\) and deliver 50 ab\textsuperscript{−1} of physics events in total.

The first level trigger is a pipelined hardware trigger implemented on FPGAs. It is restricted to a maximal trigger rate of 30 kHz and a fixed total latency of at most 5 \(\mu\)s. The average number of charged tracks for a B\文本{B} event is \(\approx 10\). About 3 to 9 tracks are typically visible in the track trigger, while the background track multiplicity is relatively low, producing rarely more than two visible tracks. Therefore a trigger will generally be set for three or more tracks. However, there are many interesting physics channels that cannot be efficiently triggered if three tracks are required. Examples include B decays to invisible final states and \(\tau\) pair events. The latter will be produced at SuperKEKB with a cross section of the same order of magnitude as the \feynman{\Upsilon}(4S) cross section, so \(\tau\) physics are also an important aspect of the Belle II physics program.

If the trigger threshold is lowered to two tracks, additional constraints are required to suppress background. A dominant source of background comes from the machine, that is from intra-bunch
interactions (Touschek scattering [3]) and collisions with residual gas in the beampipe. This background can be suppressed by reconstructing the $z$-vertex of each track and rejecting tracks that do not originate at the interaction point, that is it requires a 3D track reconstruction. A second background source is Bhabha scattering, which needs to be suppressed by a factor of $\approx 100$. A Bhabha veto will be based on tracks that are matched with clusters in the electromagnetic calorimeter. This matching algorithm also requires a 3D track reconstruction to obtain the polar angle and the total momentum of the track.

2 The track trigger

The input for the track trigger are hits from the Central Drift Chamber (CDC), a wire chamber with 14 336 sense wires arranged in 56 layers. The layers can be grouped into 9 so-called superlayers, which are defined by the wire orientation: 5 axial superlayers, where the wires are parallel to the $z$-axis, alternate with 4 stereo superlayers, where the wires are skewed by 45.4 mrad to 74.0 mrad to allow a 3D track reconstruction. Each superlayer consists of 6 layers, except for the innermost superlayer, which consists of 8 layers of smaller cells. The CDC geometry is illustrated in figure 1.

2.1 Track segment finder

The first stage of the track trigger is a data reduction step, where hits from the same superlayer are combined to so-called track segments. A track segment is defined as a fixed arrangement of wires, which is shown in figure 1c. A track segment hit is produced if there are hits in at least four of the

---

**Figure 1.** Wire configuration of the CDC. (a) Drift cell of one sense wire and eight field wires. (b) Arrangement of sense wires. Superlayers (SL) consist of several layers with the same wire orientation (axial or stereo). (c) In the track trigger, track segments are defined as a fixed arrangement of cells within a superlayer.
five layers within the track segment. The hit information for the following trigger stages contains
a track segment number, the drift time of a reference cell in the center of the track segment, an ID
that identifies the reference cell and a left/right passage. The latter tells whether the track passed left
or right of the reference wire and is determined from the hit pattern within the track segment. For
ambiguous hit patterns the left/right passage is undecided.

Besides compressing the input data, the track segment finder also suppresses noise, since isolated
hits cannot produce a track segment. However, it also limits the acceptance of the track trigger.

Figure 2 shows the track segment finder efficiency depending on the crossing angle $\alpha$ of the track. An
efficiency of $\geq 90\%$ is reached for crossing angles smaller than $30^\circ$. For crossing angles larger than
$45^\circ$ the track segment finder is not sensitive.

2.2 2D track finder

Tracks are first searched only in the transverse plane by a Hough transform [4], which takes axial
track segment hits as input. The position of the reference wire is transformed into a curve in a pa-
rameter space that is spanned by the azimuthal angle $\varphi$ and the track curvature $\rho$, which is inversely
proportional to the transverse momentum. Tracks are found as crossing points of several curves in the
parameter space, with the track parameters given by the crossing point coordinates. The transfor-
mation is given by

$$\rho(\varphi) = \frac{2}{r_{TS}} \cdot \sin (\varphi - \varphi_{TS})$$

where $(r_{TS}, \varphi_{TS})$ are the polar coordinates of the reference wire. The transformation is illustrated
in figure 3. Two crossing points are found for a single track, one corresponding to a track going
clockwise, the other corresponding to a track going counter-clockwise. However, due to the limited
track segment finder acceptance, curling tracks cannot be found in the first level trigger. Therefore,
the crossing point ambiguity can be resolved by removing half of each Hough curve, namely the half
that corresponds to tracks curling back through the point. The condition for the remaining outgoing
half is given by

$$\varphi \in [\varphi_{TS} - 90^\circ, \varphi_{TS} + 90^\circ]$$
Figure 3. Illustration of the Hough transform. (a) Points on a circle in geometrical space. (b) Corresponding Hough curves in parameter space. (c) The ambiguity of the crossing point is resolved by removing the falling half of each curve.

Figure 4. Track finding efficiency depending on the polar angle $\theta$ and the transverse momentum $p_t$, measured on single track events. Within the dashed lines the efficiency is above 99%. For the $\theta$ efficiency, only tracks within the $p_t$ region of full efficiency are taken into account, and vice-versa.

which corresponds to the half of the sine that has a rising slope. The crossing point of the curves for an outgoing track is then unique. The charge of the track is obtained from the crossing point as sign($\rho$).

To find the crossing points, a grid of $160 \times 34$ cells is defined in the parameter space. For each grid cell, the number of crossing Hough curves from different superlayers is counted in parallel. Crossing point candidates are obtained as grid cells with at least four curves. Neighboring candidates are clustered. The track parameters $\varphi$ and $\rho$ are then given by the cluster center. The efficiency is shown in figure 4. The polar angle acceptance is given by $\theta \in [31^\circ, 126^\circ]$ and is directly related to the CDC geometry and the requirement of hitting at least four axial superlayers. The dependence on the transverse momentum $p_t$ is related to the crossing angle and the track segment finder efficiency. The full efficiency is obtained for $p_t > 0.38$ GeV, which corresponds to a crossing angle of about $30^\circ$ in the fourth axial superlayer. The number of grid cells was optimized to get a high track parameter resolution while maintaining a low clone rate. Clones occur when clusters have gaps, such that two clusters are found instead of one. With the selected setup, the clone rate is only 0.16%.
2.3 Track vertex reconstruction

The last stage of the track trigger is a full 3D reconstruction for each track found by the Hough finder. To include the drift times in this stage, the event time needs to be known. It is determined in parallel to the track finding by comparing the “fastest timings” of all track segments, which are given by the drift time of the first hit in the track segment. Longitudinal hit coordinates can be obtained from the stereo superlayers by calculating the crossing point of a wire with the 2D track, as illustrated in figure 5. Then the longitudinal coordinates of all stereo superlayers can be combined to reconstruct the polar angle and the z-vertex of the track. The method presented here employs neural networks to estimate the 3D track parameters. Earlier versions are documented in [5–7]. In addition, an independent algorithm based on a least squares fit is being developed [8], which will run in parallel to the neural network. The optimal way to combine the results of the two algorithms for the final trigger decision has yet to be studied.

For the input of the neural network, one hit is selected for each superlayer. Hit candidates have to be within a certain $\phi$ region around the 2D track and within a certain time window. If there are several hit candidates, hits with known left/right passage and the shortest drift time are selected. Then three input values are calculated for each hit: the distance $\Delta \phi$ between the 2D track and the wire end point, the drift time with a sign given by the left/right passage and the crossing angle $\alpha$ of the 2D track, which contains information about the track curvature. Using a separate input for the drift time allows the network to learn nonlinear corrections for the drift velocity and to take the crossing angle into account. Both axial and stereo hits are used. Although axial hits contain no 3D information, they allow to improve the 2D track estimate, which was obtained without drift times.

In total 27 input values are obtained, which are scaled to a common interval of $[-1, 1]$ and fed into a Multi Layer Perceptron (MLP) [9] with a single hidden layer of 127 nodes and two output nodes, as shown in figure 6. The three layer feed-forward structure is particularly suited for parallel execution with a deterministic runtime, as required by the trigger. The size of the hidden layer was optimized such that a further increase does not significantly improve the resolution of the output values. Each hidden and output neuron computes a weighted sum of its inputs and and evaluates it with an activation function:

$$ y_j = \tanh \left( \sum_{i=0}^{N} x_i \cdot w_{ij} \right) $$
Figure 6. Illustration of the input and the structure of the MLP. The small white nodes denote bias nodes with a fixed input of 1.

Here, the $x_i$ are the $N$ input values for the neuron with output $y_j$, $w_{ij}$ are the weights and the first weight $w_{0j}$ acts as a constant bias, with $x_0 = 1$. The weights are trained using the backpropagation algorithm iRprop$^+$ [10] as implemented in the open source library FANN [11], with the $z$-vertex and the polar angle $\theta$ as continuous targets. To match the co-domain of the activation function, the target values are scaled to the interval $[-1, 1]$. To obtain the track parameters with the correct units, the inverse scaling is applied to the network outputs. Note that the scaling procedure requires a cut-off during the training, using only tracks with $|z| \leq 50$ cm.

For superlayers where no hits pass the hit selection criteria, the corresponding input values are missing. For axial layers, a default input tuple is defined as $(0, 0, 0)$, which can be interpreted as “no 2D correction for this superlayer”. For stereo layers, no reasonable default values exist, as any input would be interpreted as some $z$-coordinate. Therefore, independent networks are trained for the case of missing stereo hits, which receive only 24 input nodes. In total five such “expert” networks are trained, one for 4 stereo hits and four for 3 stereo hits, depending on which hit is missing. For tracks with less than 3 stereo hits no 3D reconstruction is possible, which happens for $\approx 1\%$ of the tracks.

3 Performance

For single tracks with a momentum distribution uniform in the solid angle and the track curvature, an average resolution of 2.9 cm for the $z$-vertex and 3.1° for the polar angle is obtained. The resolution depends on the transverse momentum, with a $z$-vertex resolution of 2.3 cm for high momentum tracks and 4.3 cm for momenta at the edge of the track finding acceptance. In the following, a cut is applied to the estimated $z$-vertices of physics and background tracks, to demonstrate the rejection power and efficiency of a $z$-vertex trigger.

3.1 Background rejection

For the machine background simulation, particles are generated whose energy and momentum deviate slightly from the design values, with the exact distribution depending on the background type. Then
the particles are tracked through the accelerator ring. When particles deviate far enough from the design orbit that they hit the beampipe or other machine elements, the loss position and momentum are recorded. The initial energy and momentum deviations are simulated for three types of reactions: Touschek scattering within the bunches, elastic scattering with residual gas ("Coulomb") and inelastic scattering ("Brems"). Then a full detector simulation is done for particles that are lost in the vicinity of the detector. Figure 7 shows the distribution of true \( z \)-vertices for tracks found in the trigger. Mostly, those tracks correspond to secondary particles that are created when a lost particle is scattered in some detector structure. The integrated background track rate without a \( z \)-vertex veto is 17 kHz, which is more than half of the maximal total trigger rate. By rejecting tracks whose estimated \( z \)-vertex is outside of \( \pm 10 \) cm, the background rate can be reduced to 0.2 kHz. Note that a very efficient rejection is achieved also for tracks with \( |z| > 50 \) cm, which were not included in the training.

### 3.2 Track trigger efficiency

The efficiency is measured both for generic \( B \bar{B} \) events and for \( \tau^+\tau^- \) events, which are studied as an example for events with low multiplicity. In addition to generic \( \tau \) decays, a specific channel is investigated, namely the flavor violating decay \( \tau \to \mu \gamma \). Table 1 summarizes the track trigger efficiency for different trigger conditions. For three or more tracks no additional constraint is imposed. For events with two tracks, different \( z \)-vertex constraints are compared: either both tracks are required to come from the interaction point (IP) or at least one of them, where an IP track is characterized by an estimated \( z \)-vertex within \( \pm 10 \) cm. For comparison, the pure two track efficiency is also shown. For two IP tracks, the efficiency is relatively low compared to a pure two track trigger. The losses are due to tracks with low momentum, missing hits or wrong hit selection. Opening the \( z \)-vertex cut reduces these losses only slightly and increases the background rate. A better trade-off is obtained by requiring only one of the two tracks to originate at the interaction point. Then the efficiency is very close to a pure two track trigger.

Table 1 also shows the importance of a low multiplicity trigger for \( \tau \) physics studies. Compared to a three track trigger, the efficiency is increased by a factor of 3 for generic \( \tau \) events and a factor of 4.6 for the flavor violating decay mode.
Table 1. Efficiency for example event types under different trigger conditions. A certain total number of tracks is required as well as a certain number of tracks with a z-vertex within ±10 cm (“IP tracks”). The last line shows the combined efficiency of ≥ 3 tracks or 2 tracks with IP constraint. The efficiency is calculated relative to the total number of simulated events.

<table>
<thead>
<tr>
<th>trigger condition</th>
<th># tracks</th>
<th># IP tracks</th>
<th>B̅B</th>
<th>τ⁺τ⁻</th>
<th>τ→μγ</th>
</tr>
</thead>
<tbody>
<tr>
<td>≥ 3</td>
<td>≥ 0</td>
<td>93.9%</td>
<td>18.7%</td>
<td>12.4%</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>≥ 0</td>
<td>4.6%</td>
<td>38.7%</td>
<td>44.4%</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>≥ 1</td>
<td>4.4%</td>
<td>38.1%</td>
<td>44.1%</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2.9%</td>
<td>33.5%</td>
<td>40.0%</td>
<td></td>
</tr>
<tr>
<td>3 or 2 with ≥ 1 IP</td>
<td>98.3%</td>
<td>56.8%</td>
<td>56.5%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4 Conclusion

The first level track trigger of the Belle II experiment will offer a full 3D reconstruction. In particular, the z-vertex reconstruction allows to suppress the expected machine background by two orders of magnitude. This reduction is essential to open the trigger for low multiplicity events. For a hypothetical decay channel τ→μγ an efficiency of 56.5% is obtained for a two track trigger. This efficiency will be further increased to about 90% by including other subtriggers, such as the calorimeter trigger and a combined track-calorimeter logic.

The neural network logic has been implemented on FPGA and verified on simulated events [12]. The neural network trigger is ready to be installed and will be tested on cosmic rays during the summer of 2017.
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