Analyzing the dynamic structure of liquid metals and alloys
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Abstract. Experimental and numerical improvements have stimulated a great interest in the dynamic structure of liquids during the last decades. Many unexpected features have been unveiled among which fast sound, positive dispersion and possible coupling between transverse and longitudinal excitations can be mentioned. Models used to analyze these data have to be sound and more and more rigorous. In this study, we discuss the capability of a recently proposed fitting scheme (Wax J.-F. and Bryk T. J. Phys.: Condens. Matter 25 325104 (2013); 26 168002 (2014). Wax J.-F., Johnson M.R., and Bryk T. J. Phys.: Condens. Matter 28 185102 (2016).) to interpret these features of the dynamic structure of liquid metals and alloys.

1 Introduction

Experimental techniques used to measure the dynamic structure of liquids, namely neutron or x-ray inelastic scattering, have made great progress during these last two decades. This allows to investigate dynamic properties with unprecedented accuracy. This is also true for simulation techniques which have benefited from the constant increase in available computing power. While the description of the interactions seems not to be a problem anymore as dynamic structure can now be obtained from ab-initio methods with a correct statistical accuracy, we are faced with a new challenge. Indeed, analyzing experimental or simulation results requires now accurate models in order to correctly interpret the observed features and not to be deluded with fitting artifacts. It is also important that parameters involved in the models have a concrete meaning in order to trace each contribution to the structure back to their origin.

In this work, a recently developed analysis scheme [1–3] inspired from the Generalized Collective Modes (GCM) approach [4] is presented and applied to simulation results of liquid metals and alloys. We focus on three features revealed by increasing accuracy of available data, namely the positive dispersion of acoustic waves in pure liquids, the so-called "fast sound" effect in mixtures and finally the possible coupling between transverse and longitudinal excitations. Beyond presenting this analysis scheme, its advantages and limitations, the purpose of this work is also to point out some aspects at which attention should be paid when fitting data.
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After this introduction, important notions about dynamic structure will be recalled, namely how it is described and determined, as well as the concept of collective modes leading to the model that we proposed. In the third section, this model will be applied to the analysis of three topics: positive dispersion, fast sound and coupling between longitudinal and transverse excitations. Finally, we will summarize the main conclusions of this work.

2 Dynamic structure

2.1 Description and determination

In order to describe the dynamic structure of a liquid, several functions can be introduced that are all derived from the van Hove function $G(r, t)$. The intermediate scattering function

$$ F(q, t) = \int G(r, t) \exp(iq \cdot r) \, dr = \frac{1}{N} \left\{ \sum_{n=1}^{N} e^{i q \cdot r_n(0)} \right\} \sum_{b=1}^{N} e^{-i q \cdot r_b(t)} $$

is its space Fourier transform; it can be computed directly from the positions obtained from molecular dynamics (MD) simulations. The dynamic structure factor

$$ S(q, \omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} F(q, t) \exp(i\omega t) \, dt $$

is the time Fourier transform of $F(q, t)$; it is also obtained directly from inelastic scattering experiments (of x-rays or neutrons). Finally, the current correlation function $J(q, \omega)$ can be deduced from $S(q, \omega)$ by simply multiplying it by $\omega^2 / q^2$.

In the case of an alloy of two species 1 and 2, we need to consider the chemical nature of the atoms. Therefore, partial functions are introduced. For a binary mixture, three partial structure factors are needed to obtain a complete description. This is also the case for the other functions. Partial functions can easily be obtained from simulation, but experiments usually only provide with a single total weighted function which, in the case of neutrons, reads

$$ F_{\text{INS}}(q, t) = \frac{c_1 b_1^2 F_{11}(q, t) + 2 c_1 c_2 b_1 b_2 F_{12}(q, t) + c_2 b_2^2 F_{22}(q, t)}{c_1 b_1^2 + c_2 b_2^2} $$

which is a linear combination of the partial ones, where $b_i$ are neutron scattering amplitudes of corresponding atoms. The difficulty is then to disentangle the three contributions. It should also be recalled that partial functions of the Bhatia and Thornton’s kinds can also be used. They describe the system in terms of atom number and concentration.

These functions have mathematical properties called sum-rules.

$$ \int_{-\infty}^{+\infty} S(q, \omega) d\omega = F(q, 0) = S(q), $$

$$ \int_{-\infty}^{+\infty} \omega S(q, \omega) d\omega = i \left. \frac{\partial F(q, t)}{\partial t} \right|_{t=0} = 0, $$

$$ \int_{-\infty}^{+\infty} \omega^2 S(q, \omega) d\omega = - \left. \frac{\partial^2 F(q, t)}{\partial t^2} \right|_{t=0} = q^2 k_B T / m, $$

$$ \int_{-\infty}^{+\infty} \omega^3 S(q, \omega) d\omega = -i \left. \frac{\partial^3 F(q, t)}{\partial t^3} \right|_{t=0} = 0 $$

They are important since they have consequences on their asymptotic behavior. For instance, the second relation implies that $F(q, t)$ must have zero slope as $t$ tends to zero, but also that
\( J(q, \omega) \) must tend to zero as \( \omega \) tends to infinity. Models used to interpret the data should obey as many of these sum rules as possible. Of course, similar relations also exist in the case of alloys.

In order to determine these functions, on the experimental side, dynamic structure can be probed at the atomic scale by inelastic neutron or x-rays scattering. This last technique has benefited from the advent of high flux synchrotron sources which has strongly boosted the study of dynamic structure over the last two decades. The function that is obtained is the dynamic structure factor \( S(q, \omega) \). On the simulation side, usual limitations are of course recovered in terms of accuracy of the interactions for classical MD, and of statistical accuracy for ab-initio simulations. However, the results do not need to be corrected from experimental side-effects. Moreover, partial functions are easily computed in the case of alloys, as well as transverse dynamics ones. The function usually computed is the intermediate scattering function \( F(q, t) \).

### 2.2 Collective modes

A central concept used to analyze the dynamic structure of a liquid is that of collective modes. It can be understood looking at the shape of the dynamic structure factor that is usually composed of several peaks. Each peak corresponds to one or more modes, so that the dynamic structure stems from sum of contributions from several modes. They can be of relaxing or of propagating kind and can easily be distinguished. Propagating modes usually contribute to side peaks in \( S(q, \omega) \) while relaxing modes contribute to the central peak. Looking at \( F(q, t) \), the propagating ones appear as oscillations while the relaxing ones contribute as exponential decays [3].

There is one \((\omega, q)\) domain in which the leading contributions to \( S(q, \omega) \) are well-understood: the macroscopic limit which corresponds to the hydrodynamic model. In this length and time ranges, conservation rules of particle density, momentum and energy lead to slow long-lived collective modes which give rise to well-defined sharp peaks. The central one, called Rayleigh peak, is connected to thermal relaxations, because macroscopic adiabatic propagation of sound causes small differences in local temperature for compressed and uncompressed regions. The pair of side peaks, called Brillouin peaks, correspond to density waves related to sound propagation. The side-peak positions are connected with the sound velocity and the dispersion curve is linear in this range. In the case of alloys, another quantity is conserved, namely the chemical composition which leads to a second contribution to the central peak from relaxation connected with mutual diffusivity of species.

At interatomic distances, we enter the so-called kinetic regime and additional modes contribute to the dynamic structure measured in x-rays or neutrons experiments. Kinetic modes include structural relaxation and thermal waves, for instance. It is very easy to distinguish between hydrodynamic and kinetic modes. In order to propagate over macroscopic distances, the damping of hydrodynamic modes must tend to zero with \( q \). Conversely, kinetic mode become evanescent on long distances and their damping tend to a non-zero value in the same limit. It is also useful to notice that, at a given \( q \)-value, two coupled relaxation modes with comparable relaxation times can mix into a propagation mode and vice-versa.

### 2.3 Model used

Whatever the model or theory used to analyze the dynamic structure of a liquid, it is usually considered as the sum of mode contributions. Among all the available approaches, the Generalized Collective Mode model developed by Bryk and co-workers [4] is of particular interest. Indeed, beyond proposing tractable expressions to fit the data, it also provides with a
consistent picture as to the origin of the various modes involved. This approach adds kinetic modes to the hydrodynamic description by taking into account non-hydrodynamic variables. By determining the eigen-functions and eigen-values of the collective variables obtained from MD simulations, it can determine the collective modes and their contributions to the dynamic structure functions. We shall call "full-GCM" this method which allows to understand quite completely the nature of the mechanisms involved in the dynamic structure. Of course, it cannot be applied directly to experimental data. But, interestingly, it leads to expressions that are rather simple and that we can easily use to fit experimental or simulation results.

Therefore, we consider the following expression:

\[ F(q, t) = \sum_{i=1}^{N_r} A_i \exp[-\alpha_i t] + \sum_{j=1}^{N_p} B_j \exp[-\beta_j t] \cos(\omega_j t + \varphi_j). \]  

(8)

Relaxing modes are depicted by exponential decays, while propagating modes are taken into account by damped cosine functions. \( S(q, \omega) \) and \( J(q, \omega) \) also have analytic expressions. Fitting parameters \( A_i, \alpha_i, B_j, \beta_j, \omega_j, \) and \( \varphi_j \) are \( q \)-dependent quantities. The number of modes depends on the system considered, but anyway, we are faced with the question of the number of free parameters. Indeed, considering just one relaxing mode and one propagating mode would lead to six independent parameters in a pure liquid.

In order to reduce this number, we found it useful to consider the sum-rules mentioned before. For instance, introducing the first three relations, we were able to reduce the number of independent parameters down to three in the case of two modes for pure liquids [1]. But the most important is that this guarantees a correct asymptotic behavior of dynamic structure functions and especially of \( J(q, \omega) \) (see Ref. [2] for a comparison with Damped Harmonic Oscillator (DHO) model which leads to a wrong high frequency asymptote of \( J(q, \omega) \) when combined with a central lorentzian due to wrong behavior of this latter). This model appeared to be efficient whatever the \( q \)-value (before, after, or at the position of the first peak of \( S(q) \)), in the case of both pure liquids and alloys.

3 Results and discussion

We turn now to some topics of interest that can be highlighted using our model. We will discuss first the so-called positive dispersion, then the fast sound, and finally, the possible coupling between transverse and longitudinal modes. These topics show increasing complexity.

3.1 Positive dispersion

Considering the peaks of \( S(q, \omega) \), plotting the corresponding frequencies versus wave-vector, we obtain the dispersion curve. As \( q \) tends to zero, the slope should correspond to the adiabatic speed of sound in agreement with the hydrodynamic theory. However, it is usually observed that the dispersion curve lies above this asymptotic limit, so that the slope of the dispersion curve is locally higher than this low-\( q \) limit. The positive sound dispersion is caused by viscoelastic transition in liquids, which consists in difference between macroscopic bulk modulus, which is defined by adiabatic compressibility of the system, and high-frequency elastic moduli, which depend on microscopic forces acting on particles. The estimation of positive sound dispersion from experiments or simulations may depend on the fitting model used (or even on the function, \( J \) or \( S \) if one simply plots the position of the maximum). The positive dispersion is a largely observed phenomenon [5] that can be rather high and reach 15% in the case of silicon.
In Figure 1, we have plotted the dispersion curves corresponding to our studies of K [2] and Cs [3]. These results were obtained from simulations with 2048 particles in a thermodynamic state close to the melting point. The results were analyzed using our model involving one relaxation mode and one propagation mode and three sum-rules were fulfilled. Complete details about the procedure can be found in Refs. [1, 2]. The hydrodynamic asymptote is also plotted. In order to illustrate quantitatively the positive dispersion, it is convenient to consider the quantity $\omega/q$ which dimension is velocity. In these curves, the positive dispersion is clearly visible and reaches 18 % for potassium and 16 % for cesium.

As a conclusion about this point, it should pointed out that: (i) the phenomenon is clearly visible and confirmed by our model; (ii) the parameters obtained smoothly vary with $q$. Trying to add additional modes leads to scattered data for this mode; (iii) a fit remains a fit and we can not determine the origin of the phenomenon from it alone. A deeper analysis is required. For instance, using full-GCM approach [6], it has been possible to connect the existence of positive dispersion to a coupling between sound excitation and non-hydrodynamic structural relaxation. The hypothesis of a coupling of sound propagation with hydrodynamic thermal relaxation (leading to negative dispersion) has been ruled out by this study.

3.2 Fast sound

This phenomenon is observed in the case of alloys. It was first predicted by simulation [7, 8], then observed experimentally in the case of Helium-Neon mixture [9]. To cut the long story short, two pairs of side peaks, associated with two dispersion branches are observed in the dynamic structure factor of alloys, when the mass-ratio between components is high enough.
As the second branch appears to have a slope higher than the branch corresponding to the adiabatic speed of sound, this phenomenon has been called "fast sound". However, only one such branch survives in the hydrodynamic limit and a lively debate followed about the exact nature and origin of this phenomenon. For instance, it was believed for a long time that it could only exist in mixtures with high mass-ratio between its components.

It could never have been understood without simulation. Indeed, the answer lies in the partial structure functions which are out of reach of experiment. On a technical point of view, it is also necessary to define a correct fitting function, taking care to the fact that the number of independent parameters remains reasonable in order to remain meaningful.

Results for liquid K-Cs alloy at equiatomic composition [3] are presented in Figure 2. The partial dynamic structure functions were fitted considering two relaxation and two propagation modes. The first two sum-rules were applied. In this alloy, the mass-ratio is about 3.4 and only one dispersion branch had been observed experimentally [10].

As in the case of pure liquids, the model is able to accurately account for the behavior of these functions. We can also see that each partial function K-K and Cs-Cs has a peak at a different positions for $q$ values not too small. These two peaks are nicely exhibited by $J_{CC}$ at the second $q$-value. Moreover, it clearly appears that, above a given $q$-value, potassium atoms convey the high frequency mode, while Cs atoms convey the low frequency one. This corresponds to the so-called kinetic regime. Looking now at what happens in the low-$q$ limit, we observe a transition as both species tends to vibrate at the same low frequency. The high frequency mode contribution vanishes as it is expected in order to recover the hydrodynamics predictions.
Looking at the parameters of these modes (not shown here, please refer to [3]), considering first their frequencies, the low frequency is very similar to the corresponding pure Cs branch. On the other hand, the high frequency branch has only remote resemblance with the pure potassium branch and, notably, it tends to a non-zero limit as \( q \) tends to zero. Looking at the damping, this mostly indicates that the low-frequency mode is of hydrodynamic nature, while the high-frequency one is kinetic. Of course, what we have been able to highlight in the case of K-Cs with a rather low mass-ratio can also be observed in the case of mixtures with high ratio like Li-Tl or Li-Bi, for instance.

To conclude this part, two aspects should be mentioned. The first one is the importance of considering the partial functions and their \( q \)-dependent contributions to the total correlation functions, and thus, the strategic position of numerical simulation. The second one, is that fitting such an intricate wealth of data requires a well established model which should be as rigorous as possible. Otherwise, the same data set could lead to very different sets of results.

### 3.3 Longitudinal/Transverse coupling

Transverse excitations should not be observed in the first Brillouin zone in inelastic scattering experiments. However, a discussion has been opened a few years ago when Hosokawa and co-workers [11] claimed anomalies in their measurements of Ga. This anomaly for wave numbers inside the first pseudo-Brillouin zone has also been reported in Na [12], Sn [13], Cu, Fe [14], and Zn [15]. On the basis of a DHO fit, they noticed the coincidence between the anomaly and the transverse excitations frequencies obtained by simulation. Thus, it was proposed that these anomalies could be attributed to transverse modes. But up to now, no theoretical model predicts the existence of such transverse mode contribution. Moreover, MD simulations performed for several liquid metals do not show evidences of identical peak frequencies in longitudinal and transverse current correlation functions when the wave numbers are within the first pseudo-Brillouin zone [16, 17].

As fit is sensitive to the model used, we search for another possible explanation [17]. In order to discuss the possible origins of the anomaly detected in the data of several metals, we performed ab-initio simulation of sodium. To analyze the data, we considered several methods. We computed the longitudinal structure functions and fitted the data using two propagating modes. We first analyzed these modes using two DHO functions fulfilling one sum-rule, then using two GCM functions (see Eq.8) fulfilling three sum-rules. We also computed the transverse waves that propagate in the kinetic range and performed a full-GCM analysis of the data.

The results are plotted in Figure 3. The acoustic branch obtained from peak positions of \( J(q, \omega) \) agrees favorably with experimental data. Additional modes obtained considering two DHO’s and two GCM contributions are different, illustrating the relevance of fulfilling as many sum-rules as possible. This also demonstrates that both approaches confirm the existence of a minor second mode. If we now consider the transverse excitations, they are located between both fits. This proximity is the main argument in favor of the coupling between longitudinal and transverse modes. But, if we consider full-GCM results, this theory predicts that thermal waves propagate at about the same frequencies as those by the two GCM fit at wave-vectors lower than the first peak position. The advantage of this explanation is that it is consistent with existing theoretical model. Of course, in the first peak region, the huge structural relaxation contribution prevents to get accurate data about the minor second mode by fitting procedures.

So, to summarize, a weak second propagating mode can be observed. Provided data are accurate enough, its quantitative description is possible by fitting methods. However, it is helpful to take sum-rules into account. The more is the better (notwithstanding fitting
Fig. 3. Frequencies of the collective excitations. Experimental and computed acoustic waves are plotted as dotted lines and open red squares, respectively. Additional modes frequencies obtained using two DHO and two GCM functions are plotted as full circles and full squares, respectively. Transverse mode and heat waves frequencies are drawn as solid and dashed lines, respectively.

complexities). Indeed, between two DHO’s and two GCM, important differences appear. Finally, instead of coupling with transverse excitations, we propose another explanation about the nature of this propagating mode that could be heat waves.

4 Conclusion

Considering three different phenomena observed in the dynamic structure of liquid metals and alloys, we have illustrated the capability of a recently proposed fitting model derived from GCM approach. This model can be applied to either simulation or experimental results. The parameters of the collective modes contributing to the functions obtained can be understood in the light of full-GCM results.

However, the following point should be remembered: a fit remains a fit and the results obtained depend on what one put in the model. Tracking additional modes, for instance, leads to additional parameters and very scattered results if the modes are weakly contributing to the data. Available safety barriers like sum-rules or considering simultaneously several functions ($F$, $S$, and $J$) should not be neglected. As the overall accuracy of both experimental and simulation determinations of the dynamic structure keeps increasing, we hope that this model will help improving our understanding of the dynamic structure of liquids and alloys.
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