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Abstract. One of the uncertainties in ultrahigh energy cosmic ray (UHECR) observation derives from the
hadronic interaction model used for air shower Monte-Carlo (MC) simulations. One may test the hadronic
interaction models by comparing the measured number of muons observed at the ground from UHECR in-
duced air showers with the MC prediction. The Telescope Array (TA) is the largest experiment in the northern
hemisphere observing UHECR in Utah, USA. It aims to reveal the origin of UHECRs by studying the energy
spectrum, mass composition and anisotropy of cosmic rays by utilizing an array of surface detectors (SDs) and
fluorescence detectors. We studied muon densities in the UHE extensive air showers by analyzing the signal
of TA SD stations for highly inclined showers. On condition that the muons contribute about 65% of the total
signal, the number of particles from air showers is typically 1.88 ± 0.08 (stat.) ± 0.42 (syst.) times larger
than the MC prediction with the QGSJET II-03 model for proton-induced showers. The same feature was also
obtained for other hadronic interaction models, such as QGSJET II-04.

1 Introduction

The Telescope Array (TA) experiment [1] observes ultra-
high energy cosmic rays (UHECRs) in Utah, USA. The
scientific goals of the TA include determination of the en-
ergy spectrum, mass composition and anisotropy of UHE-
CRs. It aims to reveal the origin of UHECRs by studying
them.

The information of cosmic rays is estimated from ob-
served signals of air showers, which are particle cascades
generated in the atmosphere, and the air shower Monte
Carlo (MC) simulation. Inferences of UHECR mass
composition from air shower measurements are model-
dependent [2, 3] since the air shower MC for cosmic rays
at energies above 1018 eV uses the extrapolated values of
the hadronic interaction parameters. The difference in in-
teraction parameters between hadronic interaction models
is due to the uncertainty of modeling pion or kaon genera-
tion at the early stage of the air shower development.

The Pierre Auger Observatory, which is located in
Mendoza, Argentina, reported a model-dependent deficit
of muons in simulations of 30–80% relative to the data
at an energy of 1019 eV [4]. The Auger group also re-
ported that the observed hadronic signal in UHECR air
showers is 1.61 ± 0.21 (1.33 ± 0.16) times larger than
the post-LHC MC prediction values for QGSJET II-04 [5]
(EPOS-LHC [6]), including statistical and systematic er-
rors [7]. These reports suggest that present hadronic inter-
action models do not fully reproduce air showers.

The number of muons from a UHECR on the ground
depends on the mass composition of primary cosmic rays.
The MC prediction depends also on hadronic interaction
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models since it has information about the shower develop-
ment at an early stage. It is useful to compare the measured
number of muons with the MC prediction for improving
hadronic interaction models. In this paper, we present the
study of differences in the number of muons between ex-
perimental data and the MC.

2 Detector

The TA experiment consists of the surface detectors (SDs)
and the fluorescence detectors (FDs). The TA SD is de-
signed to measure air shower particles on the ground.
The TA SD array consists of 507 scintillation counters,
placed on a square grid with 1.2 km spacing, covering
700 km2 [8]. Each TA SD is composed of two layers of
plastic scintillator with two photomultiplier tubes (PMTs),
one for each layer. It has an area of 3 m2 and each layer has
1.2 cm thickness. Air shower particles generate photons
in scintillators and they are detected with PMTs through
wavelength shifting fibers. The SD array trigger is cre-
ated when at least three adjacent counters detect energy
deposits equivalent or greater than the one corresponding
to three minimum ionizing particles (MIPs) within 8 mi-
croseconds. The readout system then records SD signals
equivalent to≳ 0.3 MIP detected within±32 microseconds
of the trigger time. The trigger efficiency is greater than
97% for primary particles with energies above 1019 eV [8].
The TA SD is sensitive to the electromagnetic (EM) com-
ponent (electrons and gammas) that are the predominant
part of secondary particles from the air showers. The
TA FD is designed to measure fluorescence light induced
by the air shower. The three TA FD stations are located
around the SD array and view the sky above the array [9].
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The TA SD event reconstruction consists of the follow-
ing steps [10]: First, air shower SD signals are selected
by determining a cluster which is contiguous in space and
time. This process reduces the random atmospheric muon
background, which occurs uniformly in space and time at
a rate of 0.05 per station within one event period (±32 mi-
croseconds). Second, a time fit of shower arrivals at the
SDs is performed to determine the geometry of air show-
ers. Third, the lateral distribution of charged particle den-
sities at the SDs is fit using the AGASA lateral distribu-
tion function [11, 12]. The density of shower particles
at a lateral distance of 800 m from the air shower axis is
called S 800. The energy of the cosmic ray is estimated by
using a look-up table in S 800 and the shower zenith an-
gle. The table is obtained by a large statistics MC simula-
tion using CORSIKA [13] and the QGSJET II-03 hadronic
model [14]. Finally, the reconstructed energy is scaled to
the energy measured by the TA FD. The FD utilizes calori-
metric detection of an air shower energy deposition in the
atmosphere [9, 15, 16] with less hadronic interaction de-
pendence than the SD. The energy and angular resolutions
for a primary energy within 1018.5 eV < E < 1019.0 eV are
29% and 2.1◦, respectively [17]. Those for energies above
1019 eV are 19% and 1.4◦, respectively.

To perform the MC, we use CORSIKA v6.960, and
QGSJET II-03 as a reference model for high energy
hadronic interactions. We also use FLUKA2008.3c [18,
19] to model low energy hadronic interactions and
EGS4 [20] to model electromagnetic interactions. The
thinning [21] and “de-thinning” [22] techniques are used
to reduce the computation time. The detector simulation is
done by using the Geant4 [23] toolkit. The simulated cos-
mic ray energies range from 1016.55 to 1020.55 eV, and the
zenith angle is isotropically distributed from 0◦ to 60◦. The
azimuth angle and core position are randomly distributed
within the SD array. The reconstruction procedure for the
MC is the same as for experimental data.

3 Analysis method

We use the TA SD dataset over seven years, recorded from
11 May 2008 to 11 May 2015, and the events reconstructed
by the same method as the TA spectrum analysis [24]
with an energy range 1018.8 eV < E < 1019.2 eV. In this
energy range, the mass composition of the primary cos-
mic rays estimated by the FD measurement is consistent
with a light component within statistical and systematic
errors [2, 3, 15, 25], thus we use the MC for proton pri-
maries. We used the energy scale corrected by the FD
(reconstructed energy scale) for the experimental data and
the scale not corrected by the FD (thrown energy scale)
for the MC. The correction factor is 27%, which corre-
sponds to a difference of about 20-30% in signal sizes of
SDs at a lateral distance of 800 m. We compare exper-
imental data with the MC using the hadronic interaction
models QGSJET II-03, QGSJET II-04, Epos 1.99 [26] and
Sibyll 2.1 [27].

The air shower secondary particles generated in the
atmosphere are attenuated by the interaction with atmo-
spheric particles and they decay before they reach the

ground. The EM components experience greater attenu-
ation than muons over the same path length. Hence the ra-
tio of the energy deposit of air shower muons to that of all
particles (air shower and background components) in SD
signals is expected to be larger for SDs more distant from
the shower axis above the ground. Hereafter this ratio is
described as the muon purity. We classify the detector hits
in the air shower events of the dataset using θ (the zenith
angle), ϕ (the azimuth angle relative to the shower arrival
direction projected onto the ground), and R (the distance
from a shower axis). The geometry definition is described
in Figure 1. The muon purity in SD signals is expected to
be higher for larger θ, |ϕ| or R values.

The integrated FADC is calculated for each SD re-
lated to the air shower event. The FADC count, con-
verted to Vertical Equivalent Muon (VEM) units, is en-
tered in the histogram of the corresponding (θ, ϕ,R) bin.
An SD which has no signal is assigned to the 0 VEM
bin of the histogram. Figure 2 shows the lateral distri-
butions of SD signals and the muon purity. The muon
purity is mainly 60-70% on the high muon purity condi-
tion (30◦ < θ < 45◦, 150◦ < |ϕ| < 180◦, 2000 m < R <
4000 m). We use these conditions to select high muon pu-
rity events for the comparison of the data with the MC.

The statistical error of the average signal cannot be
simply calculated for R ≳ 1500 m. The difficulty origi-
nates because the fraction of SDs with no hit signals is too
large to determine lower and upper errors from the shape
of the signal size distribution. We assume the Poisson dis-
tribution f (x) = N xe−N/x!; N is the average value of the
distribution and x is the variable for the signal size distri-
bution. We calculated the average signal by the following
equation: n0/nall = f (0) = e−N . Here n0 and nall are the
number of 0 VEM SDs and the total number of SDs related
to an air shower event. The probability that zero values
appear n0 times in nall samples follows the binomial distri-
bution, hence the standard deviation of n0 is calculated as√

nall p(1 − p), where p is n0/nall.
The systematic error is dominated by the uncertainty

of the TA FD energy measurement, which is 21% [16].
The total systematic error of this work is ±(22-24%).

4 Results

Figure 3 shows the lateral distributions of the signal and
the ratio of the data to the MC with the hadronic in-
teraction models QGSJET II-03, QGSJET II-04, Epos
1.99 and Sibyll 2.1. The average ratios of the data to
the MC with QGSJET II-03 are calculated to be 1.72 ±
0.10(stat.) ± 0.37(syst.) at 1910 m < R < 2160 m and
3.14 ± 0.36(stat.) ± 0.69(syst.) at 2760 m < R < 3120 m.
The ratios of the data to the MC with QGSJET II-04 are
1.67±0.10(stat.)±0.36(syst.) at 1910 m < R < 2160 m and
2.75 ± 0.32(stat.) ± 0.60(syst.) at 2760 m < R < 3120 m.
The observed lateral distribution (circles) decreases less
with radial distance than that of all hadronic interaction
models (other points). The data becomes closer to the MC
at R ≳ 4000 m, since the atmospheric muon background
dominates the SD signals at the distance.
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Figure 1. (left) Geometry definition of the muon analysis. There are six bins for ϕ and 18 bins for R from 500 to 4500 m. The red
shaded region in the figure shows the bin for 150◦ < |ϕ| < 180◦, which is expected to be the bin with less EM background. (right) Top
view for the ϕ definition.

Figure 2. Lateral distributions of the air shower MC with QGSJET II-03 for 30◦ < θ < 45◦, 150◦ < |ϕ| < 180◦, 500 m < R <
4500 m [28]. (left) The signal size for each particle type. The vertical error bar shows the standard deviation. (right) The muon purity.
The violet and orange dots show results calculated with and without the atmospheric muon background, respectively.

We calculated lateral distributions for iron showers us-
ing the MC with QGSJET II-03. Figure 4 shows lateral
distributions of the ratio of the data to the MCs for proton
and iron showers. The average signal of the data is larger
than the MC for iron showers at R ≳ 2500 m. For the
smaller distances, the difference between the data and the
MC for iron showers is smaller than the systematic errors.

Figure 5 shows the correlation between the muon pu-
rity expected from the MC and the ratio of the signal size
of the data to that of the MC. We loosened the cut con-
dition for the zenith angle of air showers from 45◦ to 55◦

to see the correlation precisely. On the high muon purity
condition (30◦ < θ < 45◦, 150◦ < |ϕ| < 180◦, 2000 m
< R < 4000 m, represented by the magenta filled circle
in Figure 5), the muon purity and the ratio of the data to
the MC are 65% and 1.88 ± 0.08(stat.) ± 0.42(syst.), re-
spectively. In the case of the low muon purity condition
(θ < 30◦, |ϕ| < 30◦, 2000 m < R < 4000 m, represented by

the black open circle in Figure 5), they are calculated to be
28% and 1.30± 0.06(stat.)± 0.29(syst.), respectively. This
figure shows larger differences in signal sizes between the
data and the MC for conditions of higher muon purity.

5 Conclusion

We presented the study of muons in UHECR-induced air
showers detected by the TA SD. For that, an analysis of
muons from UHECR air showers with the TA scintilla-
tor SDs was developed. The air shower events and the
locations of SDs were binned in θ, ϕ and R in order to
determine events with a high muon purity. Air shower
signals on the high muon purity condition (30◦ < θ <
45◦, 150◦ < |ϕ| < 180◦, 2000 m < R < 4000 m) for
1018.8 eV < E < 1019.2 eV indicated an excess in the data
compared to the MC. On that condition, the muon purity
expected from the MC is ∼65% and the ratios of the signal
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Figure 3. Lateral distributions of air showers for 30◦ < θ < 45◦, 150◦ < |ϕ| < 180◦, 500 m < R < 4500 m [28]. (left) The signal size of
data with the MCs using various hadronic models. To make error bars easy to see, the plots for the latter three models are shifted to the
right. (right) The average ratio of the data to the MC.

Figure 4. Ratios of the signal size of the data to the MCs for
proton and iron showers [28]. The vertical thin error bars and
shaded thick error bars represent statistical errors and quadratic
sums of statistical and systematic errors, respectively.

size of the data to that of the MC with QGSJET II-03 are
1.72±0.10(stat.)±0.37(syst.) at 1910 m < R < 2160 m and
3.14 ± 0.36(stat.) ± 0.69(syst.) at 2760 m < R < 3120 m.
This excess feature also appeared when we used different
MC models including QGSJET II-04.

The primary effect found in this work, that the muon
signal is larger in the data than predicted by the MC, is

Figure 5. The correlation between the muon purity and the ratio
of the signal size of the data to the MC with QGSJET II-03 for
2000 m < R < 4000 m [28]. The vertical thin error bars and
shaded thick error bars represent statistical errors and quadratic
sums of statistical and systematic errors, respectively.

qualitatively consistent with the excesses of muons re-
ported by the Auger experiment. In addition to that, we
found larger differences between the data and the MC at
larger lateral distances.
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