Using CGMF to estimate corrections for fission yields measured via $\gamma$-ray spectroscopy
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Abstract. Fission product yields have been inferred using $\gamma$-ray spectroscopy for several decades. Typically, these efforts have focused on even-Z even-A fission products as their nuclear structure is less complicated. To further simplify the situation, it is often assumed that no side-feeding to the ground-state occurs and multiplicity cuts have a negligible effect on the inferred yields. Using CGMF, a Hauser-Feshbach statistical decay model for the primary fission fragments, we estimate the impact of these assumptions and determine corrections for specific fission product yields. We report on these corrections and investigate their sensitivity to various nuclear parameters, specifically the spin distribution of the fission fragments and the assumed nuclear structure. Our results indicate that even in the simplest of cases, say the $2^+ \rightarrow 0^+$ transitions in even-Z even-A fragments, average level corrections are on the order of 75%.

1 Introduction

Gamma-ray spectroscopy has been utilized to infer fission yields for a variety of nuclear reactions [1–4]. Experimental efforts have spanned prompt $\gamma$-ray emission times from within 1 $\mu$s or so [5, 6] to emissions after $\beta$-decays in the days to months range [7, 8]. Prompt $\gamma$-ray emissions are sensitive to the independent fission product yields (i.e. prior to $\beta$-decays), while later $\gamma$-ray emissions after $\beta$-decay are more sensitive to cumulative yields. Here we focus on $\gamma$-ray emissions prior to 150 ns.

Often, experimental assumptions and corrections must be applied to the data in order to properly account for energy resolution, nuclear transition strengths, and multiplicity cut effects. In particular, for prompt $\gamma$ rays, fission products are generated with a distribution in excitation energy and spin. This distribution further complicates the necessary corrections. In this work, we present preliminary calculations of three potential corrections required for prompt $\gamma$-ray spectroscopy and outline a procedure for a given experimental setup.

The three considered corrections are dubbed the purity $\epsilon_P$, level $\epsilon_L$, and multiplicity $\epsilon_M$ corrections. The purity correction stems from $\gamma$-ray transitions of similar energy to the desired transition being included in the finite energy bin of a given $\gamma$-ray spectroscopy detector.
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The level correction originates from the branching ratios of the different emissions. The multiplicity correction arises when experimental cuts are applied to either reduce the data rate or provide more assurance of a fission coincidence.

In Sec. 2, we describe the Hauser-Feshbach de-excitation model, which is used to estimate the needed corrections. Next, in Sec. 3, we detail the three specific corrections related to prompt $\gamma$-ray spectroscopy. In Sec. 4, the results are presented to illustrate the impact of using the corrections. Lastly, we conclude in Sec. 5.

2 Hauser-Feshbach de-excitation

Fission fragments are de-excited with a Monte Carlo statistical decay following the theory of Hauser and Feshbach [9]. This implementation is given by the CGMF [10] code, described in detail in Ref. [11]. The de-excitation begins with a provided distribution of fission fragments

$$Y(A, Z, TKE, J^\pi) = Y(A) \times Y(TKE|A) \times Y(Z|A) \times P(J^\pi|A, Z, U).$$  (1)

In Eq. 1, the fission fragment yield in mass $A$, charge $Z$, total kinetic energy $TKE$, and spin-parity $J^\pi$ is given by $Y(A, Z, TKE, J^\pi)$. In the calculations presented here, we utilize fits to experimental data for the $^{235}\text{U}(n_{th}, f)$ reaction. A global fit is applied to $Y(A)$ and $Y(TKE|A)$ experimental data, as done in Ref. [12], while the $Y(Z|A)$ is given by the Wahl systematics [13].

First, yields are sampled for a given fission event from Eq. 1 and the total excitation energy $TXE$ is calculated via energy conservation $Q = TKE + TXE$. The Q-value is determined from nuclear masses [14], the incident neutron energy, and the binding energy. Next, the $TXE$ is shared between the two fragments with a ratio of temperatures $R_T$, given by

$$R_T^2 = \frac{T_i^2}{T_h^2} \approx \frac{U_i a_i}{U_h a_h},$$  (2)

where $T_i$ is the nuclear temperature, $U_i$ is the excitation energy, and $a_i$ is the level density parameter for the light or heavy fragment. The use of Eq. 2 implicitly assumes the fragments are produced with sufficient excitation energy such that the level density is well-represented by a Fermi-gas model. In CGMF, we use a mass-dependent $R_T \equiv R_T(A)$, where the value of $R_T(A)$ is determined from fits to experimental $\bar{\nu}(A)$ data [15].

Next, the spin-parity distribution is sampled on an event-by-event basis. In CGMF, a spin-cutoff distribution $P(J^\pi)$ is used

$$P(J^\pi) = N(2J + 1) \exp \left[ -J(J + 1)\hbar^2 \right] ,$$  (3)

where $I_0(A, Z)$ is the moment of inertia for a rigid rotor, using the ground-state deformations of Ref. [14]. The factor $N$ is a normalization factor and $\alpha$ is a spin scaling factor used to control the competition between $\gamma$-ray and neutron emission. For the calculations presented here, we use $\alpha = 1.45$ for $^{235}\text{U}(n_{th}, f)$. In CGMF, we assume an equal probability of parities and assume even(odd)-$A$ fragments have even(odd)-$J$ spin. Figure 1 illustrates the distribution of the primary fragments (i.e. prior to neutron emission) in blue for $^{100}\text{Zr}$ from the $^{235}\text{U}(n_{th}, f)$ reaction. The curve denotes using Eq. 3 and provides a good representation of the sampled distribution (points). The orange is the combined distribution from all events resulting in $^{100}\text{Zr}$ as a fission product (i.e. after prompt neutron emission). The neutron emission itself does not remove significant angular momentum, so a linear combination of Eq. 3 can be constructed to provide a reasonable estimation of the sampled points.
Now that an initial distribution $Y(A, Z, U, J^\pi)$ has been established using Eqs. 1–3, the de-excitation can be determined through the calculation of transmission coefficients for $\gamma$-ray and neutron emission. As this process has been well-documented before [10, 11], we only summarize here. In CGMF, neutron transmission coefficients are determined using an optical model calculation with a global optical potential from Ref. [16]. Gamma-ray transmission coefficients follow the strength-function formalism of Ref. [17], with parameters from the Reference Input Parameter Library (RIPL-3) [18]. Discrete levels and their branching ratios are also from RIPL-3. The level densities follow the Gilbert-Cameron [19] form, with energy-dependent level density parameters via Ref. [20].

3 Corrections for prompt $\gamma$ rays

Several calculations were conducted to estimate the effect of nuclear data and the spin scaling factor $\alpha$ on the determined corrections. The first calculation uses the ‘optimal’ spin scaling factor $\alpha$ discussed above and the improved 2015 RIPL-3 database. The second calculation supplements RIPL-3 with discrete level data for $^{104}$Zr [21] and $^{138}$Te [22, 23]. The third calculation increases the spin scaling factor $\alpha$ by about 10%. All calculations use one million events. Next, we detail the three corrections considered for prompt $\gamma$-ray spectroscopy.

The purity correction $\epsilon_p$ accounts for $\gamma$ rays, both discrete and continuum transitions, mistakenly being counted in the photopeak of the target $\gamma$-ray energy $E_\gamma$. This quantity is determined by collecting all CGMF fission events containing $\gamma$ rays with energy $E_\gamma \pm \delta(E_\gamma)/2$, where $\delta(E_\gamma)$ is a typical energy resolution of a Ge detector [24]. The fraction of those events that are actually emitted from the target fission product is given by $\epsilon_p$. An example for several even-Z even-A fission products of $^{235}$U($n_{th}, f$) are given in the left-hand plot of Fig. 2.

The level correction $\epsilon_L$ accounts for the branching ratios and, implicitly, the distribution in excitation energy and spin-parity. For this quantity, we mask on all CGMF events that generated the target fission product. Next, we determine the fraction of this subset that actually
Figure 2. (Color online) Left plot shows the purity correction $\epsilon_P$, while the right plot shows the level correction $\epsilon_L$ ratio for several even-Z even-A fission products. Circles (green) indicate the $2^+ \rightarrow 0^+$ transition, squares (blue) indicate the $4^+ \rightarrow 2^+$ transition, and triangles (red) indicate a double-gate on both. The curves and points signify the mean correction over the three CGMF calculations (see text). The bands show the upper and lower correction values, where bands that have a lower bound of zero indicate that the particular $\gamma$-ray transition did not exist in the default RIPL-3 database.

produced the target $\gamma$-ray transition $E_\gamma$. It is commonly assumed that for even-Z even-A fission products the $2^+ \rightarrow 0^+$ transition always occurs. In the right-hand plot of Fig. 2, we show that this is typically not the case. Rather, the median value is closer to 75%.

We note two significant findings from Fig. 2 here. First, the corrections depend on both the included nuclear data and the spin scaling factor $\alpha$. Second, the corrections depend on the specific fission product transition greatly. Another significant finding, not displayed in Fig. 2, is that the corrections depend on the fission reaction, especially $\epsilon_P$ which is sensitive to the yields. Thus, it is important to realize that the exact corrections presented here are specific

Figure 3. (Color online) Multiplicity correction ratio $\epsilon_M$ for $\nu_T^f \geq 3$ (left) and $\nu_T^f \geq 6$ (right) for several even-Z even-A fission products. Circles (green) indicate the $2^+ \rightarrow 0^+$ transition, squares (blue) indicate the $4^+ \rightarrow 2^+$ transition, and triangles (red) indicate a double-gate on both. The curves and points signify the mean correction over the three CGMF calculations (see text). The bands show the upper and lower correction values, where bands that have a lower bound of zero indicate that the particular $\gamma$-ray transition did not exist in the default RIPL-3 database.
to the assumed specifications (detector resolution, fission reaction, etc.), so a similar exercise should be conducted on an experiment-by-experiment basis.

The third correction is the multiplicity correction $\epsilon_M$ shown in Fig. 3, which accounts for the bias introduced by limiting the total number of $\gamma$ rays used to identify a fission event. This is often used to improve the signal-to-noise ratio or ensure that $\gamma$ rays are coincident with a fission event. In our analyses, we assume no ability to distinguish which fission product emitted the $\gamma$ ray, a different approach than used previously [25]. Thus, our multiplicity cuts are for the total fission event. In Fig. 3, we note that a cut of $v_T^\gamma \geq 3$ has little effect, whereas a cut of $v_T^\gamma \geq 6$ requires a correction of about 80%, but there is considerable variance between the fission products and transitions. We note that we have not considered the detector efficiency here.

We determine $\epsilon_M$ by first masking on all CGMF events producing the target fission product. We apply a second mask to these sub-events that generate all target $\gamma$-ray transitions, so as not to double-count the level correction. We then determine the total number of $\gamma$ rays emitted in these double-masked events and compare against potential cuts of $v_T^\gamma = 3, 6, 9$ $\gamma$ rays. A notable result from this calculation, seen in Fig. 3, is that $\epsilon_M$ depends strongly on the fission product (i.e. a $\gamma$-ray multiplicity cut disproportionately affects certain fission products).

4 Results

Figure 4 illustrates the effect of utilizing these corrections. The (red) open squares show the inferred yields from a summation of the $4^+ \rightarrow 2^+$ transition photopeak over all CGMF events for each even-Z even-A fission product for $^{235}$U($n_{th}, f$). These results take into account the typical energy resolution of a Ge detector and utilize a $v_T^\gamma \geq 3$ multiplicity cut, a conservative estimate in Ge detector arrays not spanning a $4\pi$ solid angle [26]. The solid curve denotes the
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'true' yields that comprise the sampling basis in Eq. 1. After applying the corrections
\[ Y_{\text{corr}}(A,Z) = Y_{\text{inf}}(A,Z) \times \left( \frac{\epsilon_P}{\epsilon_{LM}} \right), \]  
(4)
to the inferred yield \( Y_{\text{inf}}(A,Z) \), the (green) circles denote the corrected yields \( Y_{\text{corr}}(A,Z) \). The corrections \( \epsilon_P, \epsilon_L, \) and \( \epsilon_M \) used in Fig. 4 are the average correction over the three CGMF calculations (i.e. the curves and points in Fig. 2 and Fig. 3).

We note that, for the most part, the corrected yields are closer to the ‘true’ yields by a significant margin and similar results were found for different transitions, fission reactions, and multiplicity cuts. A similar strategy was applied to GEANIE data for the $^{238}\text{U}(n=1.75 \text{MeV}, f)$ reaction [25]. The resulting yields were in reasonable agreement with inverse kinematics results [27].

5 Conclusion

We have outlined a procedure for calculating corrections to fission product yields inferred through $\gamma$-ray spectroscopy, a powerful but complex procedure. Three corrections were considered. The first results from including $\gamma$-ray transitions emitted from other fission products in an energy bin of a given detector. The second stems from the nuclear structure and distributions of excitation energy and spin of the generated fission products. The last considers implicit biases introduced by applying $\gamma$-ray multiplicity cuts. We used a Monte Carlo implementation of the statistical Hauser-Feshbach decay theory, the CGMF code, to infer the values of these corrections.

The corrections were found to improve the inferred yields from Doppler-corrected photopeak areas alone. We have calculated the value of these corrections and demonstrated their impact and variance with respect to model parameters. We emphasize that the exact values determined here incorporate a specific detector resolution and fission reaction. Thus, it will be important to conduct a similar analysis presented here for each detector setup and experiment.
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