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Abstract. In the CERN laboratory, users have access to a large number of different licensed software assets. The landscape of such assets is very heterogeneous including Windows operating systems, office tools and specialized technical and engineering software. In order to improve management of the licensed software and to better understand the needs of the users, it was decided to develop a Winventory application. The Winventory is a tool that gathers and presents statistics of software assets on CERN Windows machines and facilitates interaction with their individual users. The system was built based on microservices architecture pattern, an increasingly popular approach to web application development. The microservices architecture pattern separates the application into multiple independently deployable units that can be individually developed, tested and deployed. This paper presents the microservices architecture and design choices made in order to achieve a modern, maintainable and extensible system for managing licensed software at CERN.

1 Introduction

At CERN we have a large number of applications that are used by different user groups in the organization. Many of these applications require some type of administrative action like phase-out or license management. We do gather metrics about the applications or licenses usage but more information is required to understand the different use cases. The Winventory system was built in order to help in these administrative actions by facilitating the contact with the users and to understand the various use cases for these applications. Additionally, we wanted to identify and track Windows operating system versions that approach their end-of-life. In 2019 it was the case for Windows Server 2008 and in the coming years, other versions will follow this pattern.

The objective of the Winventory project is to gather user input and build a comprehensive inventory of software assets across CERN. The system is built on a microservices architecture pattern, which separates the application into multiple and independently deployable units that can be individually developed, tested and deployed.

This paper presents details of the architecture and design decisions taken in order to achieve a modern, maintainable and extensible system for managing licensed software at CERN.
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2 Architecture

As architectural pattern for the Winventory system, we selected the microservices software development techniques. The overview of the Winventory architecture is shown in Figure 1. In Winventory we successfully connected microservices based on two different frameworks Flask and .NET Core written in two different programming languages Python for the former and C# for the latter.

Figure 1. The Winventory system architecture

The Winventory currently has one data producer written in PowerShell. The data about specified software and device where it is installed is taken from the database of the Computer Management Framework (CMF), a software created at CERN and installed on every Windows machine that is a member of the CERN domain. Data not older than three months is collected once a day and pushed to the Winventory system. The data producer is deployed in the orchestration system described in the following paper [1].

The Winventory business logic consists of several backend services. Each backend service has a REST API and its own private datastore, which facilitates loose coupling and independent development. The backend services include the following microservices:

- **Applications** - manages information about applications and devices where they are installed. Besides MySQL datastore, the service uses the Redis in-memory database for caching.
- **Polls** - manages polls sent to the user and gathers the answers.
- **Identity** - authenticate the user against the CERN SSO, manages role-based authorization and JWT tokens.
- **Notifications** - manages e-mail communication with the users including templates and application grouping.
Users - manages the information about the users and groups responsible for the devices where the applications are installed.

Single Page Application frontend is based on Angular 7 with Angular Material providing features like lazy-loading, XSS protection, HTTP interceptors, dependency injection, and routing. The exemplary screenshots from the Winventory application are presented in Figures 2 and 3.

Microservices patterns

Microservices are independently deployable services modeled around a business domain. They communicate with each other via networks, and as an architecture choice offers many options for solving the problems you may face. It follows that a microservice architecture is based on multiple collaborating microservices. Microservices also have the advantage of being technology agnostic [2]. Such characteristic provides greater flexibility in at least two aspects. First, the appropriate tool can be selected based on the problem to be solved. Second, at CERN the rotation of the personnel is quite high and some people are in the organization only for a short period. In such a scenario it is not ideal to learn new technology but instead...
leverage the existing knowledge in writing higher quality code. Additionally working on a much smaller codebase has a higher probability that the assigned task will be completed.

3.1 Decomposition strategy

A key characteristic of the microservice architecture is that the services are loosely coupled and communication happens only via exposed APIs and dumb pipes. To achieve loose coupling each microservice has its own database. Such an approach allows for an independent development that will not be blocked by another service. To avoid unnecessary traffic some data is replicated across multiple microservices. It is worth mentioning that not all data is duplicated but only fragments that are required for the given microservices to work independently. In the microservices architecture, it is tolerated to have duplicated data in opposition to the monolith systems where such behavior is not desired.

3.2 Communication patterns

The communication between microservices in the Winventory systems is done in an asynchronous way using event base communication build on the top of message broker which in our case is RabbitMQ. This is one of the most common asynchronous patterns and its advantage is simplicity in the implementation comparing to other popular patterns like Command Query Responsibility Segregation (CQRS) or Event Sourcing. The microservices communicate via message broker over publish-subscribe pattern. It works well in our case as a message is delivered to all of the attached consumers. As an example when a user provides a response to the survey, the Poll microservice will verify it and store it to the database then it will send a message over message broker to Applications and Users microservices to update their state.

For the communication between microservices, asynchronous communication is used to implement a circuit breaker pattern using Polly library [3] for higher resilience and fault-tolerance. Using the circuit breaker we can specify the number of retries in case of failure, the time between retries. We found it very useful during deployment as even if all microservices should be available at the same time, in practice some delays are also possible but repeating the request within time windows specified in the circuit breaker allows to wait until application is available instead of receiving an error.

3.3 Push notifications

A SignalR Hub was implemented that subscribes to the message broker and pushes the content via the push notification functionality to the web client based on the received events. SignalR [4] is a software library for Microsoft ASP.NET that allows server code to send asynchronous notifications to client-side web applications. The library includes server-side and client-side JavaScript components.

It was desired to provide a real-time update to the website when it is already loaded, without requiring the page reload as the system uses event notification and is asynchronous.

3.4 Continuous Deployment and monitoring

The GitLab CI/CD pipeline is used to automatically build new Docker images and deploy them to the OpenShift Container Platform after the new code is pushed to the Git repository.

To facilitate local development, a Docker Compose is used to build and run the Winventory multi-container application locally on the developer’s computer.
Monitoring is a crucial component of every system. In the microservices architecture, it is more difficult to implement good monitoring as this is a distributed system. In the Winventory project, we benefit from a built-in health check system called Beat Pulse Liveness status. The web interface of the system is shown in Figure 4.
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**Figure 4.** The web BeatPulse Liveness interface of the Winventory system

## 4 Conclusion

The microservices architecture has many benefits, but it also brings additional challenges. Among the benefits we must mention the independent scalability and deployment. Smaller codebase per microservice is easier to maintain, but with an increased number of microservices we had to re-think how this code should be organized. We started the project with multiple repositories as it was easier to deploy, but over time we moved to monorepo as the maintenance of many repositories by a small team is harder, especially during heavy development.

Continuous integration and continuous deployment are extremely important and they should be considered from the very beginning of the project.

Another big benefit of this architectural pattern is technology freedom. In the scientific environment like CERN where teams consist of people with different skillsets, technology backgrounds, and code practices habits, it is important to provide a way to foster experimenting and innovation.

Future plans include improving tooling around the system with the focus on the observability.
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