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Abstract. We study the case of multi-component dark matter, in particular how direct detection signals are modified in the presence of several stable weakly-interacting-massive particles. Assuming a positive signal in a future direct detection experiment, stemming from two dark matter components, we study the region in parameter space where it is possible to distinguish a one from a two-component dark matter spectrum. We leave as free parameters the two dark matter masses and show that the two hypotheses can be significantly discriminated for a range of dark matter masses with their splitting being the critical factor. For full details see the first of a series of two publications \cite{1}.

1 Introduction

We know from gravitational effects that dark matter (DM) constitutes a significant fraction of the energy density in the universe, but no confirmed detection in the laboratory has been made so far. Some of the most popular candidates are Weakly-Interacting-Massive-Particles (WIMPs), in particular those that have non-vanishing interactions with the standard model (SM) and therefore can be tested. In fact, they are actively being searched for in direct detection (DD) experiments, which look for their nuclear scatterings in underground detectors \cite{2}.

Interestingly, current and planned next-generation experiments are probing a very large portion of the parameter space of well-motivated theories of WIMPs.

A plausible scenario is that DM is not made up of a single species, but that it has a multi-component nature. In this work we study direct detection signals in the presence of multi-component WIMP-like DM, i.e., several types of WIMPs (labelled by Greek sub indices $\alpha = 1, 2, ..., N$) with individual global energy density $\Omega_\alpha$ such that they constitute the observed total DM energy density of the Universe, $\Omega_{\text{DM}} = \sum_\alpha^N \Omega_\alpha$. Purely on theoretical grounds, having the individual energy densities (the global $\Omega_\alpha$ or the local $\rho_\alpha$) exactly equal would seem to be a highly unnatural scenario, requiring a fine-tuning between masses and number densities (unless there is some underlying mechanism to equalise the densities). On the other hand, that the densities are similar up to order one factors seems rather plausible, that is to say, that there are several species contributing in a non-negligible way to the global and local energy densities. For instance, in the SM there are baryons forming different stable nuclei with a non-negligible density: H, He, Li, and also electrons, photons and neutrinos. Therefore, it is not difficult to imagine that a similar situation could occur in the dark sector, which has an energy density five times larger than the visible one.

There have been only a few works in the past regarding the direct detection of multi-component DM \cite{3-9}. Let us discuss the main points studied there and the most relevant
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differences with our analysis. In Ref. [4] the authors considered very small mass splittings (< 200 keV) for the particles, such as arise in inelastic scenarios [10–12]. In Ref. [5] a continuum spectrum of closely spaced DM particles was considered. In this work we will focus mainly on the case of two DM states and consider splittings comparable to the DM masses. In Refs. [5, 6] the possibility of testing multi-component DM using collider, indirect and direct searches was studied. In Ref. [6] the authors related the WIMP-nucleon scattering cross-section to the annihilation one, motivated by thermal freeze-out and supersymmetric scenarios. Therefore they were able to express the scattering cross-section as a function of the global (and local) density and the DM mass. In our study we will keep the analysis as phenomenological and model-independent as possible. In particular, we will not make any assumptions in the numerical analysis regarding the production mechanisms for the DM, i.e., we will keep the abundance and the scattering cross-sections as independent parameters. Furthermore, we will adopt a different statistical approach to that in Ref. [6] and we will study the effects of all relevant parameters entering the scattering rate. As pointed out in this last reference, indirect detection of one DM particle could mimic the effects of two components, as it may annihilate/decay not only to two gamma rays but also to Higgs/Z plus a photon. In addition these interactions are loop-suppressed. Regarding colliders, the authors studied the case of models with charged partners decaying into DM. In Ref. [13] the authors also considered the possibility of discriminating the number of DM particles generating missing energy distributions. In this work we will focus on how multi-component DM can be studied using only information stemming from direct detection signals.

2 Direct detection of multi-component DM

2.1 The differential event rate

We present in the following the general notation for multi-component DM in detectors with different types of nuclei. For the time-being, we assume elastic spin-independent (SI) scattering of DM particles $\chi_\alpha (\alpha = 1, 2 \ldots, N)$ with masses $m_\alpha$ off nuclei with atomic and mass numbers ($Z_j, A_j$) ($j = 1, 2 \ldots M$), depositing the nuclear recoil energy $E_R$. The total differential rate (usually measured in events/keV/kg/day) observed by a detector is given by the sum of the event rates of the individual DM particles on each of the nuclear elements:

$$ R(E_R, t) = \sum_{j=1}^{M} \sum_{\alpha=1}^{N} R_j^{\alpha}(E_R, t), $$  

(1)

where

$$ R_j^{\alpha}(E_R, t) = x_j \frac{\rho_\alpha \sigma^{\alpha P}}{2 m_\alpha \mu^{\alpha P}} (A^{\text{eff}}_{\alpha, j})^2 F_j^2(E_R) \eta_{\alpha, j} (\mu^{\alpha P}, t), $$  

(2)

with $\rho_\alpha$ the individual local DM energy density (with the restriction $\rho_{\text{loc}} = \sum_{\alpha=1}^{N} \rho_\alpha$), $\sigma^{\alpha P}$ the individual DM–proton scattering cross-section at zero momentum transfer, $\mu^{\alpha P}$ the $\chi_\alpha$ particle–proton reduced mass and $F_j(E_R)$ the nuclear form factor of element $j$. We also denoted the effective mass-number of the nucleus $j$ with DM $\alpha$ by

$$ A^{\text{eff}}_{\alpha, j} = Z_j + (A_j - Z_j) \kappa_\alpha, $$  

(3)

with

$$ \kappa_\alpha \equiv f^{\alpha}_n / f^{\alpha}_p, $$  

(4)
where \( f^{n,p}_\alpha \) are the SI individual couplings of the DM particle \( \alpha \) to neutrons and protons. \( x_j \) is the mass fraction of element \( j \) in the detector, i.e., \( x_j = m_j / (\sum_j M_j) \).

We will discuss spin-independent (SI) and spin-dependent (SD) interactions in this paper; in the case of SD interactions, Eq. (2) can be used by substituting \( A_{\alpha j} \rightarrow 1 \) and the form factor \( F_2^\alpha(E_R) \rightarrow F_{2n}^\alpha(E_R, \kappa_a) \) now has a \( \kappa_a \) dependence. In the numerical analysis, for the SI form factors we will use the Helm parametrisation [14, 15], while for SD in xenon (and fluorine) we will use the results of Ref. [16].

In addition to \( \rho_\alpha \), the astrophysics enters in Eq. (2) through the halo integral

\[
\eta_{\alpha j}(v^{(a)}_{m,j}, t) \equiv \eta(f^{(a)}_{\text{det}}, v^{(a)}_{m,j}, t) = \int_{0 > v^{(a)}_{m,j}} d^3v_{\text{det}} f^{(a)}_{\text{det}}(v, t) \frac{f^{(a)}_{\text{det}}(v, t)}{v},
\]

(5)

with

\[
v^{(a)}_{m,j} \equiv v_m(m_\alpha, m_j) = m_\alpha E_R \sqrt{2/m_{\alpha j}^2},
\]

(6)

where \( v^{(a)}_{m,j} \) is the minimal velocity of the particle \( \alpha \) required to produce a recoil of energy \( E_R \) in element \( j \), and \( f^{(a)}_{\text{det}}(v, t) \) describes the distribution of DM particle velocities in the detector rest frame, with \( f^{(a)}_{\text{det}}(v, t) \geq 0 \) and \( \int d^3v f^{(a)}_{\text{det}}(v, t) = 1 \). The velocity distributions in the rest frames of the detector and the galaxy are related by a Galilean transformation, \( f^{(a)}_{\text{det}}(v, t) = f^{(a)}_{\text{gal}}(v + v_c(t)) \), where \( v_c(t) \) is the velocity vector of the Earth in the galaxy rest-frame. Notice that \( \eta_{\alpha j}(v^{(a)}_{m,j}) \) is a decreasing function of \( v^{(a)}_{m,j} \), which for large DM masses does not depend on \( m_\alpha \). Throughout this paper, we will use the so-called Standard Halo Model (SHM), with \( F^{\exp}_{\text{loc}} \approx 0.4 \text{GeV/cm}^3 \), a Maxwellian velocity distribution \( f^{(a)}_{\text{gal}}(v) = \frac{1}{(2\pi^{3/2}m_{\alpha j}^2)^{3/2}} \exp \left(-\frac{v^2}{2m_{\alpha j}^2}\right) \), and a cut-off at the escape velocity \( v_{\text{esc}} = 550 \text{ km s}^{-1} \).

In principle, \( \eta_{\alpha j}(v^{(a)}_{m,j}, t) \) depends on the DM particle \( \alpha \) in two different ways: directly, via its velocity distribution \( f^{(a)}(v, t) \) (which, in addition may depend in a non-trivial way on the micro-physics of the DM, like its mass and interactions) and indirectly, through its mass \( m_\alpha \) that enters into \( v^{(a)}_{m,j} \) (unless \( m_\alpha \gg m_j \), in which case the dependence on the DM mass drops, \( v^{(a)}_{m,j} \rightarrow v_{m,j} \)).

In the following, we will assume that the functional form of the velocity distributions of the different DM components is equal, i.e., \( f^{(a)}(v, t) \equiv f(v, t) \). We will however consider the case of different velocity dispersions later on. Also, we will focus on constant rates, i.e., averaged over the year, so that

\[
\tilde{R}(E_R) = \frac{R(E_R, t_{\text{max}}) + R(E_R, t_{\text{min}})}{2},
\]

(7)

where \( t_{\text{max}} \) (\( t_{\text{min}} \)) are the times of the year at which the rate reaches a maximum (minimum).

2.2 The rate for two DM particles

We now fix the notation for the DD signals expected from 2 DM particles \( \alpha = 1, 2 \) with masses \( m_1 < m_2 \), cross-sections with protons \( \sigma^p_1, \sigma^p_2 \), and densities \( \rho_1, \rho_2 \), such that \( \rho_1 + \rho_2 = \rho_{\text{loc}} \). We will also study their signals in two different detectors \( j = A_1, A_2 \), with mass and atomic numbers \( (A_1, Z_1) \neq (A_2, Z_2) \), and taken to have mass fractions \( x_1 = x_2 = 1 \) for

\footnote{We will not discuss annual modulation signals, the reader is referred to refs. [17, 24] for studies on the topic.}
simplicity (in the case of xenon, we will consider the different mass fractions of its isotopes). We define
\[ r_p \equiv \frac{\rho_2}{\rho_1}, \quad \text{such that} \quad \rho_2 = r_p \rho_1 = r_p \frac{\rho_{\text{loc}}}{1 + r_p}. \] (8)

From eqs. (1), (2) and (7) (dropping the bar from the notation of \( R(E_R) \)), and using \( \mu_{1p} = \mu_{2p} = m_p \), we can write the total rate as:
\[ R_1(E_R) = R_1^1(E_R) + R_1^2(E_R) \]
\[ = C(r_p, \sigma_{1p}^0) F_{A_1}^2(E_R) \left( \frac{(A_{1,1}^{\text{eff}})^2}{m_1} \eta(v_{m_{A_1}}^{(1)}) + \frac{(A_{2,1}^{\text{eff}})^2}{m_2} r_p \rho_p \eta(v_{m_{A_2}}^{(2)}) \right), \] (9)
where we defined
\[ C(r_p, \sigma_{1p}^0) \equiv \frac{\rho_{\text{loc}} \sigma_{1p}^0}{2 (1 + r_p) m_p^2}, \quad \text{and} \quad r_e \equiv \frac{\sigma_2^0}{\sigma_1^0}. \] (10)

\( R_{A_1}(E_R) \) is similar, after making the following substitutions: \( A_1 \rightarrow A_2, A_{1,1}^{\text{eff}} \rightarrow A_{1,2}^{\text{eff}} \) and \( A_{2,1}^{\text{eff}} \rightarrow A_{2,2}^{\text{eff}} \). In the case of a DM signal generated from two components, it is clear that the particle masses will determine the slope of their individual rates, while \( r_p, r_e \) and \( k_{1,2} \) will determine their relative normalisation. Therefore, a first conclusion is that using just information from a given direct detection signal, we can only distinguish if there are one or two components if the particles have different masses.

In the following numerical analysis, we will use different targets: fluorine, sodium, germanium and xenon. The strongest limits for the SI cross-section come from XENON1T [24], and are \( 10^{-45} \text{ cm}^2 \) for a 10 GeV DM particle and \( 10^{-46} \text{ cm}^2 \) for \( m_{\text{DM}} = 30 \text{ GeV} \) at 90% C.L. For SD couplings with protons, PICO-2L [25] (and PICO-60 [26] for heavier masses) set the strongest bounds, at the level of \( 10^{-40} \text{ cm}^2 \) for a 10 GeV DM particle. The values of the energy threshold \( (E_{th}) \), mass, time and exposures for the different nuclei based on future expected experimental sensitivities are given in table 1. Notice that there are many different proposed experiments, and very large uncertainties are present in the literature regarding these values. For Ge, although smaller thresholds are possible \( (\lesssim 40 \text{ keV}) \), we take a conservative value similar to the other detector ones. Therefore our analysis can be understood as a proof of concept, with more sophisticated experimental simulations needed once there is a signal. We provide some examples of illustrative proposed experiments in the last column of the table. We also provide in the third column the minimum DM mass that can be detected for each element assuming perfect energy resolution.

In Fig. 1 we show the differential spectrum of two component DM for a variety of DM mass splittings. One can see the different slopes of the two components and the presence of a kink in the total rate, which rapidly vanishes for smaller mass splittings. This is the smoking gun of multi-component DM. We have checked that sensible energy resolutions do not significantly affect the spectra, and in the following we assume perfect energy resolution and efficiency.

2.3 Test statistic for hypothesis testing

We construct the hypothesis test in a frequentist framework, defining the null hypothesis to be the one-component scenario which we denote \( H_{1\text{DM}} \). Similarly we denote the two-component

\[^2\text{This is by no means an exhaustive list, and other elements and experiments are also very promising, for instance those using argon [28, 29] which however typically have higher energy thresholds (~ O(20) keV). Moreover, in addition to XENON1T [30], other very promising xenon experiments are DARWIN [31] and LZ [32]. For further details of the current status of DD experiments, the interested reader is referred to Refs. [33, 34].}\]
Table 1. Experimental values used in the numerical analysis for future direct detection experiments. Columns 2 to 6 show respectively the recoil energy threshold $E_{\text{th}}$ (keV), the minimum DM mass that can be detected in GeV, the mass of the detector $M$ in tonnes, the data collection time $T$ in years and the total exposure $MT (t \cdot y)$. The last column shows an illustrative experimental reference for the type of experiment considered. For xenon we consider both isotopes $Xe^{129}$ and $Xe^{131}$ with mass fractions $x_j$ equal to 0.264 and 0.212, respectively.

<table>
<thead>
<tr>
<th>Element</th>
<th>$E_{\text{th}}$ (keV)</th>
<th>$m_{\text{min}}$ (GeV)</th>
<th>M (t)</th>
<th>T (y)</th>
<th>MT (t $\cdot$ y)</th>
<th>Experiments</th>
</tr>
</thead>
<tbody>
<tr>
<td>F</td>
<td>3</td>
<td>2</td>
<td>0.5</td>
<td>2</td>
<td>1</td>
<td>PICO-500 [27]</td>
</tr>
<tr>
<td>Na</td>
<td>3</td>
<td>2.5</td>
<td>0.25</td>
<td>10</td>
<td>2.5</td>
<td>PICO-LON [35]</td>
</tr>
<tr>
<td>Ge</td>
<td>2</td>
<td>3.5</td>
<td>0.4</td>
<td>10</td>
<td>4</td>
<td>SuperCDMS [36]</td>
</tr>
<tr>
<td>Xe</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>1.5</td>
<td>3</td>
<td>XENONnT [30]</td>
</tr>
</tbody>
</table>

Figure 1. Total differential event rate for 2 DM particles (solid black), as well as their individual contributions (1 dashed blue, 2 dotted green) for a variety of DM mass splittings on the energy range [2, 30] keV. One should notice that the kink feature in the combined spectrum rapidly vanishes with smaller mass splittings.

Figure 1. Total differential event rate for 2 DM particles (solid black), as well as their individual contributions (1 dashed blue, 2 dotted green) for a variety of DM mass splittings on the energy range [2, 30] keV. One should notice that the kink feature in the combined spectrum rapidly vanishes with smaller mass splittings.

alternative hypothesis $H_{2DM}$. Notice that the one DM hypothesis is a subset of the two DM hypothesis, as can be seen easily by taking $r_\rho = 0$ in Eq. (9). $H_{1DM}$ is said to be a nested hypothesis of $H_{2DM}$. We will see later that this has important ramifications.

Suppose that we have a detector that has observed a set of binned count measurements $x = x_1, x_2, ..., x_N$ over $N$ bins with uncertainties $\sigma_i = \sqrt{x_i}$. We parameterise the likelihood of observing this data given a hypotheses $H_{1DM}/H_{2DM}$ with a binned Gaussian distribution:

$$L(x | H_\alpha) = \prod_{i} \frac{1}{\sqrt{2\pi\sigma_i}} e^{-\frac{(x_i - \mu_{\alpha,i})^2}{2\sigma_i^2}}$$

$$\alpha = [H_{1DM}, H_{2DM}],$$

(11)
where $\mu_i(\theta_a)$ is the expected number of counts in bin $i$ as a function of the model parameters $\theta_{1\text{DM}}/\theta_{2\text{DM}}$ under the hypothesis $H_{1\text{DM}}/H_{2\text{DM}}$. Maximising the likelihood in Eq. (11) with respect to the hypothesis parameters $\theta_a$ is equivalent to minimising -2 times the log-likelihood as follows:

$$\min_{\theta_a} (-2 \ln \mathcal{L}) = \min_{\theta_a} \sum_{i} \frac{(x_i - \mu_i(\theta_a))^2}{\sigma_i^2} \equiv \min_{\theta_a} \chi^2(\theta_a). \quad (12)$$

This is the familiar ‘chi-square’ statistic which, as showed by Pearson [37] in the limit of large $x_i$ follows a $\chi^2$ distribution with $N - n(\theta_a)$ degrees of freedom, where $n(\theta_a)$ is the number of parameters $\theta_a$.

One should immediately notice that Eq. (12) only provides a ‘goodness of fit’ for the hypothesis $\alpha$, and does not explicitly reject one in favour of the other. For this task, we require a test-statistic $T$ that explicitly discriminates between $H_{1\text{DM}}$ and $H_{2\text{DM}}$. A commonly used test statistic is:

$$T = \min_{\theta_{1\text{DM}}} \chi^2(\theta_{1\text{DM}}) - \min_{\theta_{2\text{DM}}} \chi^2(\theta_{2\text{DM}}). \quad (13)$$

Notice that the definition of $T$ is such that the larger its value, the larger the preference for $H_{2\text{DM}}$, and the smaller its value, the more $H_{1\text{DM}}$ is preferred.

In order to quantify how much the data supports either hypothesis, we require the limiting probability distribution of the $T$ statistic in the case either $H_{1\text{DM}}$ and $H_{2\text{DM}}$ is true. Under some general assumptions, the theorem from Wilk [38] states that in the case of nested hypotheses (i.e. when $H_{1\text{DM}}$ is true), $T$ will follow a $\chi^2$ distribution with $k \equiv n(\theta_{2\text{DM}}) - n(\theta_{1\text{DM}})$ degrees of freedom, where $n$ is the number of parameters that parameterise a given hypothesis. We denote this by $T^{\text{-1DM}}$.

However, in the case that $H_{2\text{DM}}$ is true, we show in Appendix ?? that the $T$ statistic, which we denote $T^{\text{2DM}}$, will follow a Gaussian distribution that is solely dependent on the true parameter values $\mu(\theta_{\text{true}})$ with mean given by $T^{\text{2DM}}_0$ and standard deviation $2\sqrt{T^{\text{2DM}}_0}$, where

$$T^{\text{2DM}}_0 \equiv T(x_i = \mu_i(\theta_{\text{true}})) = \min_{\theta_{1\text{DM}}} \frac{\sum_{i} \left(\mu_i(\theta_{\text{true}}) - \mu_i(\theta_{1\text{DM}})\right)^2}{\sum_{i} \mu_i(\theta_{\text{true}})^2}. \quad (14)$$

That is, $T^{\text{2DM}}_0$ has no statistical fluctuations from the data and is often called the ‘Asimov likelihood’. The Asimov likelihood can be qualitatively thought of as an approximation of the median value of a test statistic. See Ref. [39] for details. Note that large values of $T^{\text{2DM}}_0$ disfavour the null hypothesis $H_{1\text{DM}}$.

In Fig. 2 we show the probability distribution of $T$ for the two hypotheses in a Xe target: $H_{1\text{DM}}$ in light red and $H_{2\text{DM}}$ in light yellow. We fix $m_1 = 10$ GeV and $m_2 = 200$ GeV and use 8500 Monte Carlo samples. Since the only free parameters we are considering are the two DM masses, the difference in degrees of freedom of the two hypotheses is $k = 2 - 1 = 1$ degrees of freedom. Hence, from Wilk’s theorem, we expect that under $H_{1\text{DM}}$, $T$ will follow a $\chi^2_{1\text{d.o.f}}$ distribution. One can see that $T^{\text{2DM}}$ is approximately Gaussian distributed with median $T^{\text{2DM}}_0$ and standard deviation $2\sqrt{T^{\text{2DM}}_0}$, while $T^{\text{-1DM}}$ is approximately estimated by a $\chi^2$-distribution with one degree of freedom as expected.\(^3\)

\(^3\)One will also notice that the width of the Gaussian approximation in Fig. 2 slightly overestimates $T^{\text{2DM}}$. This of course could be primarily because we have assumed Monte Carlo realisations of the recoil spectrum are Gaussian distributed instead of Poisson. We have exploited the assumption that for large number of events the bin by bin distribution starts looking Gaussian. In practice, however, we are only interested in the median of the $H_{2\text{DM}}$ distribution, since its variance does not enter in the calculation of the median sensitivity, as will be discussed in sec. 2.3.1.
2.3.1 Median sensitivity

The aim of this analysis is to quantify how sensitive an “average experiment” operating at future benchmarks is to rejecting $H_{1\text{DM}}$ in favour of $H_{2\text{DM}}$. The quantity that allows us to do this is called the median sensitivity and can be easily visualised as follows: Under $H_{2\text{DM}}$ an experiment will generate a $\mathcal{T}^{2\text{DM}}$ statistic that is approximately Gaussian as shown in Fig. 2. In this vein, the median (mean) of this Gaussian $\mathcal{T}^{2\text{DM}}_0$ quantifies the experiments’ ‘average’ capability.

Since we know that the distribution of $\mathcal{T}$ under $H_{1\text{DM}}$ is a $\chi^2$ with $k$ degrees of freedom, we can then calculate the probability of having a $\mathcal{T}^{2\text{DM}}_0$ at least as extreme as the one we observed. This is called the $p$-value and is given by

$$p = \int_{\mathcal{T}^{2\text{DM}}_0}^{\infty} f(\mathcal{T}|H_{1\text{DM}}) \, d\mathcal{T} = 1 - \text{CDF}_{k \text{ d.o.f}}(\mathcal{T}^{2\text{DM}}_0) ,$$

where $\text{CDF}_{k \text{ d.o.f}}$ is the cumulative density function for the $\chi^2_{k \text{ d.o.f}}$. As a result, a larger $\mathcal{T}^{2\text{DM}}_0$ which favours $H_{2\text{DM}}$ will produce a smaller $p$-value, and vice-versa. We define $\alpha$ to be the probability of making an error of the 1st kind, i.e, rejecting $H_{1\text{DM}}$ if its true. If $p < \alpha$, then the data supports $H_{2\text{DM}}$ over $H_{1\text{DM}}$. In more conventional words, we have defined our critical region to be where there is a low probability to observe $\mathcal{T}$ if $H_{1\text{DM}}$ is true but a high probability if the alternative hypothesis $H_{2\text{DM}}$ is true. The $p$-value in Eq. (15) can be converted to a two-sided number of unit Gaussian standard deviations, which we will denote throughout the rest of this paper as $Z$, and call it the median sensitivity using

$$Z(p) = \sqrt{2} \text{erfc}^{-1}(p) ,$$

$^4$An alternate definition of the median sensitivity as seen in Ref. [40] is given by the CL at which an experiment will reject the wrong hypothesis with a probability of 50%, that is, with a rate for an error of the second kind of 0.5. We will use the definition in Eq. (16) for this study.
Figure 3. Significance $Z$ with which the median experiment can reject the one-DM hypothesis in favour of the two-DM hypothesis as a function of the mass splitting $(m_2 - m_1)/m_1$, for fixed $m_1$ equal to 10 GeV. We show as dotted, dash-dotted and dashed (black) horizontal lines the 1, 3 and 5 $\sigma$ C.L. The left panel shows the SI targets xenon (in blue), germanium (in red) and sodium (in green). The right panel shows the SD targets fluorine (in grey) and xenon (in blue).

where $\text{erfc}(p) \equiv 1 - \text{erf}(p)$ is the complimentary error function. If $Z \geq Z(\alpha) \equiv 5$ then the median experiment can reject $H_{1\text{DM}}$ in favour of $H_{2\text{DM}}$ at the 5-sigma confidence level (CL).

In the special case that the difference in number of degrees of freedom is $k = 1$, the sensitivity is just given by

$$Z|_{k = 1} = \sqrt{T_{0}^{2\text{DM}}}.$$

(17)

2.4 Fixed parameters except for the DM masses

We perform the analysis discussed in sec. 2.3 firstly for the case that all hypothesis parameters are fixed except for $m_1$ and $m_2$. As a result, the difference in number of degrees of freedom between $H_{1\text{DM}}$ and $H_{2\text{DM}}$ is $k = 1$. Thus, Eq. (17) is used in this case to calculate the median sensitivity.

For SI interactions we will consider future sodium, germanium and xenon experiments, with a true SI cross-section with protons of $\sigma_{p}^{\text{SI}} = 10^{-45}$ cm$^2$. For SD interactions we will consider future fluorine and xenon experiments with true SD cross-section with protons of $\sigma_{p}^{\text{SD}} = 10^{-40}$ cm$^2$. We adopt the experimental configurations shown in tab. 1. The choice of the nuclei for our assumed SI interaction experiments is such that there is a large range in masses, while for SD interactions there is an additional feature: fluorine (xenon) is most sensitive to DM couplings to protons (neutrons). We also assume a true (known) $r_{\rho}$, $r_{\sigma} = 1$, i.e., equal energy densities and cross-sections for the two DM particles, as well as equal couplings to protons and neutrons ($\kappa_{1,2} = 1$).

In order to illustrate how the mass splitting controls the hypothesis discrimination, we show in Fig. 3 the median significance $Z$ as defined in Eq. (17) versus the normalised mass splitting $(m_2 - m_1)/m_1$, for a fixed lightest DM mass $m_1$ equal to 10 GeV. The left panel shows SI targets: xenon (in blue), germanium (in red) and sodium (in green). The right panel shows the SD targets fluorine (in grey) and xenon (in blue). We also show for reference the 1, 3, and 5 sigma contours as horizontal dotted, dash-dotted and dashed (black) lines. In the case of sodium, the significance is always very poor. This is due to two reasons. Firstly, the rate goes for spin-independent interactions as $A^2$. As a result, one obtains suppressed statistics in a Na based experiment as opposed to Xe and Ge when similar exposures are used. This dominates
Figure 4. Significance $Z$ with which the median experiment can reject the one-DM hypothesis in favour of the two-DM hypothesis in the $m_2 - m_1$ plane for different target nuclei. All other model parameters are fixed when generating the Asimov data: $r_p = r_\sigma = 1$, $\kappa_{1,2} = 1$ and $\sigma_{H_{1,2}} = 270$ km/s. We do not plot the symmetric region around the axis $m_1 = m_2$ for clarity. The top panel is for SI interactions for Xe, Ge and Na, while the bottom panel is for SD interactions for F and Xe.

the height of the curve in figure 6, left panel (c.f. figure 6 right panel for SD). Secondly, in general one is always more sensitive to recoils when roughly $m_{DM} \sim m_{Nucleus}$. Hence since one will only ever observe a significant ‘kink’ in the recoil spectrum for large enough mass splittings, a Na experiment will have trouble significantly rejecting the one-component hypotheses because it won’t see the heavier particle. This effect is reflected by the relative shift of the peaks of the three curves (red, green and blue) in the left panel of figure 6. In all other cases, one should notice that the median significance is globally maximised at a mass splitting that is approximately equal to $\sim 10$ and drops to zero for very small $\lesssim 0.1$ or very
large $\gtrsim 10^3$ mass splittings. This illustrates that there exists only a finite window in masses, roughly $m_2 \sim O(1 - 100) m_1$, where there can be a significant ($\gtrsim 5\sigma$) discrimination.

In Fig. 4 we show the median sensitivity in the full mass plane $m_2 - m_1$. The top panel is for SI and the bottom panel for SD. One can see that the DM mass regions of large significance increase with the mass of the nucleus. Indeed, as discussed above, the significance for sodium is always negligible. Notice also that the regions shrink for very large masses of the heaviest DM, where its number density is so suppressed that it gives no signal in the detector. The exposure for such heavy masses is a critical factor to obtain a signal and achieve discrimination. For xenon, the largest sensitivity occurs when the lightest DM mass is around 10-20 GeV, and the heavy mass is in the range 50-400 GeV. For germanium, the largest significance occurs when the heaviest DM is lighter than roughly 300 GeV. For the SD case the main features are preserved for xenon, however the maximum significance that can be achieved is slightly lower. Fluorine however achieves maximum significance for $m_2$ in the range 50-200 GeV. Another feature of the SD fluorine result is that the median significance also drops above $m_1 \gtrsim 15$ GeV.

An important note to make is that the median (statistical) sensitivity scales as usual with the square root of the exposure

$$Z \propto \sqrt{MT}.$$  

This is true for all detector types for both SI and SD interactions. This is important, since the results we show in this section can always be scaled accordingly for different experimental exposures to those given in tab.  
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