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Abstract. Diverse domains need neutrons unfolding technics to assess the 
incident neutron energy spectrum. Examples are radiation protection, 
nuclear reactor physics or criticality safety. Traditionally, methods based on 
the Bayesian approach requires an initial guess of the solution which may 
significantly impact the unfolding result. This work proposes a novel method 
for neutron spectrum reconstruction using machine learning (ML) 
techniques trained on a large dataset. To ensure the ML algorithm to perform 
on a large domain of application particular attention has been paid to the 
dataset creation. We propose a comparison of two methods of building large
dataset where the most adequate solution is obtained using a dynamic 
genetic algorithm (GA). This GA targets optimal combinations of 48 
parameters to generate a variety of neutron spectra. The resulting dataset is
then used to train a new convolutional neural network architecture for
unfolding neutron spectra. Obtained performance metrics of the tested 
architecture show high efficiency and emphasize the added value of the built 
dataset.

1 Introduction

Neutron spectrum assessment has always been a very hard task. To the best of our 
knowledge, there are currently no experimental devices for direct measurement of the neutron 
spectrum on a wide energy range of neutrons (typically from eV to MeV) [1]. The 
conventional measurements approaches are the so-called Bonner Spheres Spectroscopy 
(BSS) and neutron activation foils. 

For the BSS approach, a detector - mostly sensitive to thermal neutron - is inserted 
at the centre of a polyethylene spheres. Multiple spheres with different diameter allow to get 
different response function.[2]. Generally, from 8 to 12 spheres are used. The response 
function of detector can be determined experimentally or by simulation. Using these response 
functions and a few channels unfolding algorithm, the neutron spectrum can be obtained from 
the knowledge of the vector constituted in the counting rates obtained with the different 
spheres.  It is considered as an inverse physical problem. 

Activation foil techniques use materials transmuted to one or several radioisotopes 
after neutron capture. Multiple material allow to get different response function. The input 
data are then the activities of the different radioisotopes in the different materials induced by 
neutron interaction. 
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Computational programs classically used to unfold the spectra from the 
measurements are based on iteration, maximal entropy, matrix inversion, etc. [3]. However, 
several limitations have been reported such as the requirement of prior information like a 
prior neutron spectrum [4].  

Consequently, unfolding techniques relying on artificial neural networks (ANNs) 
have become a subject of interest [4]. We may mention many developed unfolding ANN 
models like multi-layer perceptron (MLP) architecture [5], Radial function basis networks 
[6], generalized regression neural networks, etc. [7]. ANNs may allow to overcome the prior 
information constraint at the cost of a large training dataset containing physical neutron 
spectra. According to the recent literature, this aspect is insufficiently addressed since the 
used training datasets are either real system data containing a limited number of neutron 
spectra or numerical data containing mathematical shapes (Maxwellian, Gaussian, 1/watt…) 
[8]. It is worth mentioning here, that the authors have not had access to a sufficient large 
experimental measurement dataset. Moreover, as the neutron spectra cannot be directly 
measured experimentally, the dataset must rely at least partially on the neutronic simulations 
or numerical data. Besides, the training dataset should not only be large but also balanced. In 
other terms, it should allow the neural network to predict with equivalent precision and 
performances for all the considered energy range. To make thinks easer the three following 
energy ranges have been considered: thermal E < 1eV, epithermal: 1eV < E < 10 keV and 
fast E > 10 keV. To target an equivalent level of precision within those domains, we must 
ensure that they roughly have the same quantity of data available within each energy range.  

In this paper, we explore different dataset-building techniques allowing the 
generation of as many as needed physical neutron spectra and in the described balanced way. 
We explore genetic algorithms (GA) [9] to find optimal physical contexts leading to the cited 
objective. These evolutionary algorithms are inspired by Darwin's population evolving theory 
and they are known for their effective adaptability to different problems dealing with the 
search for optimal solutions or combinations. The building process is detailed, and the 
generated dataset is associated with reaction rates over a detector and fed to a recently 
deployed convolutional neural network (CNN) [10][11]. Performances are discussed to 
emphasize the added value of smart technology in the nuclear field.  

2 Physical model 

The building concept of the dataset has been briefly discussed in the following 
references [10,11]. This dataset includes neutron spectra and the corresponding reaction rates 
within the detector. For the following simulations, the considered detector is the multiple foil 
neutron activation spectrometer (SNAC2) described in reference [12]. SNAC2 is composed 
of foils of Cu (x3), Au, Ni, Mg, In (x2), and ebonite with Sulphur. It is used as a critical 
accident area neutron spectrometer in French Nuclear combustible processing plants and for 
reactor dosimetry. 

Fig. 1 details the dataset conception steps, and the link between spectra and reaction 
rates. The neutron fluence at each energy bins are the outputs of the ANN and the associated 
reaction rates are its inputs. The reaction rate set is found by applying Equation 1 to the 
generated neutron spectra set using the response functions of SNAC2. In Equation 1, φi 
represents the flux at the ith energy bin, RFji is the response function value of the jth activation 
foil at the ith energy bin and Rj is the jth reaction rate (j :1 to 8), and n is the total number of 
bins. The response functions RFji are calculated using Monte Carlo simulations by modelling 
the SNAC2.  

 
𝑅𝑅𝑗𝑗 = ∑ 𝑅𝑅𝐹𝐹𝑗𝑗𝑗𝑗 × 𝜙𝜙𝑖𝑖𝑛𝑛

𝑖𝑖=1   (1)  
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Fig. 1. The building steps of the dataset. 

The set of neutron spectra aims to cover a large variety of physical fission nuclear 
systems and to be balanced. The spectra creation is based on Monte Carlo simulation, that 
are built with a simple physical model (neutron source, material's geometry, and detector) 
using the SERPENT 2 [12] software. The described technique aims to generate as many 
spectra as possible, while generating realistic spectra shapes through sampling the input 
parameters. The simulated system is made of three concentric crowns of material mixture to 
mimic heterogeneous systems. These mixtures are made of materials commonly encountered 
in nuclear facilities and having an effect on neutron energy. Material can be categorised as: 
1-moderators, that slow down the neutrons and tends to create a more thermal spectrum, 2-
neutron absorber, that causes neutrons disappearance in some peculiar energy domains. 

The designed geometry is composed of a central sphere s1 of a radius R1 surrounded 
by two spherical "shells" s2 and s3 of respective radii R2 and R3. The neutron source is 
located at the center of s1 and 3x107 neutrons are emitted passing through the three cells (s1, 
s2 and s3) to generate spectra. The outgoing neutron flux is detected at the external surface 
of s3 and stored over 1000 energy bins between 10-11 MeV and 20 MeV. The first bin covers 
the energy interval [10-11 MeV, 10-9 MeV], and others have equal lethargy between 10-9 MeV 
and 20 MeV. The generated default SERPENT spectra are then normalized by the total 
neutron flux. The radii R1, R2 and R3 are calculated depending on randomly chosen 
thicknesses e0, e1 and e2 in which R1 = e0, R2 = R1 + e1 and R3 = R2 + e2.  

Neutron are created from fission sources randomly chosen among the following isotope 
list: U-235, U-238, Pu-239, Pu-241. Along the neutrons' path, each cell (s1, s2 and s3) 
includes a mixture of materials that absorb and/or slow down neutrons. The selected materials 
are listed in Table 1. 

 
Table 1: Materials used in the simulations. 

Graphite concrete steel 304 B4C UO2 U8 Pb Ag/In/Cd 
mixture 

Gadolinium Hafnium Xenon CH2 D2O H2O Air Vacuum 
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Note that vacuum is added to the list to simulate variation of the material densities. 
Thus, there are 16 materials (15 chemical elements and vacuum) at each cell with a fraction 
sum equal to unity. The description of moderator materials (H2O, D2O, graphite, etc.) 
includes the S(α,β) that corrects the elements cross sections by taking into account chemical 
bonds and is rather sensitive to the temperature of the medium. The temperature of S(α,β) is 
randomly chosen per simulation  in the set [21°C, 51°C, 101°C, 151°C, 201°C, 251°C, 
300°C, 350°C, 373°C, 523°C, 726°C]. As a result, 53 parameters have to be randomly chosen 
(R1, R2, R3, isotope of the neutron source, temperature of S(α,β) and 48 material fractions, 
i.e 16 in each cell) to generate a set of different systems that produces variety of  neutron 
spectra at the external surface of the second shell s3.  

3 Dataset generation methods 

3.1 Probability distribution-based method 

Our goal being to find out a set of neutron spectra that represents all the systems that 
we may encounter in the fission nuclear systems, we initially sample the 53 parameters using 
various distributions to ensure a homogeneous coverage of the input parameter space. We 
used equiprobable distributions for source selection and for the S(,) temperature for all the 
materials in each simulation. The sampling of the mass fractions in the three materials is less 
trivial, because of the complex non-linear neutron interaction inside matter. These fractions 
are chosen randomly following a continuous probability distribution, such as the exponential 
or beta distributions.  

Despite additions of additional constraints, such as imposing high fractions for 
moderator materials, or a full vacuum cell, etc..., this approach has not helped to build a 
balanced set of generated spectra as illustrated in the results section. We then decided to rely 
on smarter algorithms and choose genetic algorithms.  
 

Darwin's principle of "Survival of the fittest" can be used to introduce the genetic 
algorithm principle as the entire population of the ecosystem evolves to fit the new 
environmental requirements. GA, which is inspired by this theory, aims to search for optimal 
solutions to a problem [13,14,15]. What makes GA efficient is the simplicity of its approach, 
its flexibility, and its robust adaption to the circumstances. Besides, it can be applied to non-
linear problems defined on discrete, continuous, or mixed search spaces. However, the 
challenge of GA is the appropriate choice of the objective function that should generally be 
minimized and of the fitness coefficient which is generally depending on the former.  

GA has been used to find the optimal fractions set that enable the conception of a 
balanced neutron spectra set used to train ANNs. All other input parameters (R1, R2, R3, 
isotope of the neutron source, temperature of S(α,β) ) are chosen randomly and fixed before 
performing GA to find the suitable fractions.  

GA individuals are vectors of 48 fractions (16 fractions per cell). The objective 
function and the fitness coefficient play a significant role for GA. They are depending on a 
key parameter (so called ”Ratio”) and is described through Equation 2. φ(x) represents the 
neutron flux as a function of the energy (“E” in MeV) for an individual (a set of 48 fractions). 
The Ratio parameter represents the contribution of the "thermal" part to the neutron spectrum. 
Thus, a spectrum with Ratio close to 1 is labelled as thermal and the one with Ratio close to 
0 is considered as fast. For the middle values of Ratio, the spectrum is considered as 
equilibrated.  
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Ratio =  
∫ φ(E)10−6
10−9 dE

∫ φ(E)dE10−6
10−9 + ∫ φ(E)dE102

10−2
                    (2) 

The diagram presented in Fig. 2(a) details the whole algorithm including the so 
called dynamically genetic part (dyn_GA), that we have implemented. The concept is to build 
a balanced set of neutron spectra by iteratively targeting the less populated ratios. We 
consider that the ratio distribution is optimized when all the ratios from 0 to 1 have almost 
equivalent redundancies. This means that the associated spectra set is made up of the different 
spectrum types with equal portions as explained above.  

The neutron spectra and the associated ratios are updated after each generation by 
dyn_GA that is presented in Fig. 3(b). The ratio redundancy histogram is established each 
time dyn_GA stops running. The established histogram allows the dynamic detection of a 
new target ratio rt whose redundancy is the lowest. It can be described, based on Equation 
(2), at each dyn_GA iteration, by the following expression (Equation 3): 

 
𝑟𝑟𝑡𝑡 = 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅,  𝑤𝑤𝑤𝑤𝑤𝑤ℎ 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟                                  (3) 

 
The target ratio rt is then the key parameter that will be explored for the following 

dyn_GA call. It is dynamically updated after each ratio redundancy computation. Based on 
its value, the objective function and the fitness coefficient are updated too since both depend 
on it. The whole algorithm stops when the ratio redundancy distribution becomes optimized. 
To limit the computation time, we assume that this condition is reached when the relative gap 
(gr) is under 15% that is defined by Equation (4), where rmean is the mean of Ratio:  

 
𝑔𝑔𝑟𝑟 = |𝑟𝑟𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚−𝑟𝑟𝑡𝑡|

𝑟𝑟𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚
 (4)
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(a) (b) 

Fig. 2. (a): scheme of the whole algorithm; (b) detailed scheme of dyn_GA 

The first step of the whole algorithm is to define the initial population. This initial 
population contains 80 individuals (80 vectors of 48 fractions). For each individual, every 16 
consecutive fractions represent a cell in the SERPENT geometry (s1, s2 or s3) and have a 
sum of 1. This special structure of the vector is taken into consideration in the next steps, 
especially for the normalization process. The ratios of the initial population are calculated, 
and their redundancy distribution is established. Then, the target ratio rt is fixed and gr is 
calculated. If gr is higher than 15%, dyn_GA re-starts running.  

Fig.3(b) details dyn_GA steps. The initial population is evolved through several 
generations until finding an average objective function close to zero which is the stopping 
condition of dyn_GA. The first step of the evolving process is to sort the initial individuals 
according to their fitness coefficients. In fact, the objective function fobj defined by Equation 
(5) is computed for each individual leading to the fitness coefficients (Equation 6). Since rt is 
updated after each dyn_GA iteration k, the value of the next objective function (fobj) and the 
fitness coefficients are subsequently updated, at iteration k+1, by considering this new rt 
value. 

𝑓𝑓𝑜𝑜𝑜𝑜𝑜𝑜 (individual) =  Ratio(Individual) – rt (5)  

fitnesscoef(individual) = 𝑓𝑓𝑜𝑜𝑜𝑜𝑜𝑜  (individual)
∑ 𝑓𝑓𝑜𝑜𝑜𝑜𝑜𝑜 (i)80
i=1

   (6)  

The best 20% of individuals in terms of fitness of each population are first retained for 
the next generated one. To ensure the diversification of the new population and to better 
explore input parametric spaces, we decided to retain some bad individuals in terms of fitness 
outside of the best 20% with a probability of 0.1. Then, the parents are randomly designated 
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among the total retained individuals. This couple allows the creation of children by crossover. 
The considered crossover technique is modelled in Fig.3(b). In fact, 3 random positions a, b 
and c are chosen at each crossover iteration and two children are created. These two children 
individuals are a linear combination of the parents using a, b and c. The crossover loop turns 
until the maximal number of the generation individuals is reached (80 in our case). Each 
created child is normalized: each consecutive 16 elements (fractions) are normalized by their 
sum. This technique already explained above allows the generation of an appropriate fraction 
set. The new population in the first generation is then composed of the 20% best individuals 
of the previous generation, some "bad" individuals and children created from chosen parents. 
The final step of evolution is mutation. The probability of mutating an individual is set to 
0.2. to add random noise to some individuals of the new population. The same normalization 
technique is also applied at this step. Since the first generation is created, the neutron spectra 
associated with the fractions set are computed following the detailed description above. The 
spectra set allows the calculation of the first generation's ratios and the population average 
objective function is computed. If it is close to zero, dyn_GA stops running, and the new 
ratios' redundancy distribution is established. Otherwise, the evolving process is repeated 
through many generations until reaching an average objective function close to zero. At each 
generation, the neutron spectra set and the ratio set are updated. When the average of the 
objective functions has reached a value below a given threshold, the ratio redundancy 
distribution is automatically updated, the new rt is dynamically found and the new gr is 
calculated to decide if the whole algorithm should continue running. The described steps are 
repeated until an optimized redundancy distribution is obtained.  

4 Artificial neural networks 

The generated dataset is used to train a neural network based on transpose 
convolutional blocks called “ResConvT” and recently detailed in reference [10]. The input, 
which is the reaction rates set, is feeding a multilayer perceptron network (MLP) [16]. The 
output of MLP represents the input of the first ResConvT block (see Fig. 3). After each 
ResConvT block, the data dimension is doubled and after the fourth block, a dense layer 
gives a final output with a dimension of 1000 elements (i.e. energy bins). ResConvT is 
composed of two branches where the first is an upsampling branch and the second is a 
transpose convolution operation [17]. Both branches’ results are summed and sent to the 
activation function. The parameters used of the branches’ layers are specified in reference 
[10]. details of the general architecture of the used CNN are illustrated in Fig.3. 

 
Fig. 3.Scheme of the explored CNN architecture (ResConvT [10]); n is the input dimension before 

each ResConvT block and 2n is its output 
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The processing of the spectra and reaction rates is a mandatory step before training 
an ANN. The aim is to find the processing combination leading to the best performance of 
the deployed ANN. Feature engineering is performed by computing the ratios between all 
the reaction rates pairs and by normalizing the rates by their sum. Then we propose two 
possible ANN input shapes: (number of samples, 64 = 8 rates + 56 computed ratios) or 
(number of samples, 72 = 8 rates + 56 computed ratios + 8 normalized rates). Various 
standard scaling methods have been applied to both spectra and reaction rates. For each fixed 
spectrum processing, three reaction rates’ processes (“MaxScaler”, “MinMaxScaler”, 
“StandardScaler”) as defined in the documentation [18] are tested. The tests are respectively 
done for reaction rates’ vectors of 64 values and 72 values. We decide to consider, for the 
simulations detailed above, the MinMaxScaler over bins for the spectra set and the 
StandardScaler for reaction rates with a dimension of 72 for the next results. We considered 
75% of the dataset for training and the other 25% for validation in both methods. The training 
process has been performed using an Nvidia Tesla V100 GPU (12GB of GPU memory) and 
the running time is about one hour for the described case. The considered training 
performance metric for the following tests is the spectral quality (Qs), whose formula is 
detailed in Equation 7 (the sums is computed over the energy bins).  Qs represents the 
closeness of the predicted neutron spectrum ypred to the true one ytrue .  The lower the Qs value, 
the better the agreement between the predicted and true spectrum is. 

 

𝑄𝑄𝑠𝑠 = √ ∑ (𝑦𝑦𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 − 𝑦𝑦𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡)
2𝑛𝑛

1
∑ (𝑦𝑦𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡)2𝑛𝑛
1

    (7) 

 
5.Results and discussion 

5.1 Training with the dataset generated by the probability distribution method 
Fig.4.a represents the redundancy distribution of the dataset generated using the 

probability distribution methods. The resulting dataset is mainly composed of fast spectra 
(almost 99%). Fig.4.b presents three examples of its spectra and their reconstruction by the 
ANN. As shown by this figure and the associated Qs values, the predictions show inaccurate 
reconstruction of key structural part of the neutron spectra, hence the need of a more balanced 
dataset for the training of the ANN. 

 

 

 
(a) (b) 

Fig. 4. (a) Ratio redundancy distribution (in y-log scale) of the dataset – (b) Examples of spectrum 
reconstructions using ResConvT (probability distribution method) 
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5.2 Training with the dataset built by dyn_GA 

Fig.5 (a) shows the ratio distribution of the considered initial population obtained by an initial 
sampling in the unbalanced population issued from the previous approach. Since in our 
algorithm, the new rt is defined as the first minimum bin (in terms of redundancy) found in 
the histogram, the initial rt is computed at 0.65 and gr is about 80%. Fig. 5(b) shows the final 
ratios distribution at the end of calculation. The final gr value drops to 14.6%. 18 rt were 
sequentially dynamically chosen and 202 generations of 80 individuals have been generated 
leading to 16 240 (80 + 202 x 80) neutron spectra. The space of ratio values is well explored 
and the proportion of thermal, fast, and epithermal neutron spectra are respectively 36%, 35% 
and 29%. This result can be improved by decreasing the objective value gr, tunning the 
probabilities and the population count per iteration, but it was found as shown below to be 
sufficient for training our ANN architecture. 

  
(a) (b) 

 
Fig. 5. Ratio redundancy distributions: (a) of the initial population; (b) of the final population after 

dyn_GA calculation  

We represent in Fig. 6(a) the predicted and the true spectra for the three types of neutron 
spectrum. We note a good agreement between the predicted and the real spectra with this 
method and for the different tested spectrum types. Fig. 6(b) shows the performance metric 
Qs as a function of all the ratios of the test dataset. We observe that Qs is varying in the 
interval [0.05, 0.07] and no specific correlation can be observed between the ratio (type of 
spectrum) and the quality of the prediction.  

  
(a) (b) 

Fig. 6. (a) True and predicted spectra (thermal(top), fast (middle) and mixed (bottom)); (b) Qs as a 
function of ratio. 
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6 Conclusion and prospects 

In this paper, we proposed a comparison of two methods to generate a dataset for 
artificial neural networks training to reconstruct neutron spectra. The first one is based on 
probability distributions while the second is based on genetic algorithms (GA). We found 
that the most adequate solution is obtained using GA to build a large and balanced neutron 
spectra dataset. Starting from a simple SERPENT parametric model, dyn_GA generated an 
optimal fraction set of materials aimed at modifying the energy of the impinging neutrons 
after their emission to generate a balanced database of neutron spectra. Dyn_GA is based on 
a key parameter dynamically updated following the fraction set evolving. The built dataset, 
associated with SNAC2 reaction rates, is used to train and to test a CNN based on transpose 
convolutional layers aiming to unfold neutron spectra and compared to the other dataset. 
Thanks to the balance and the wideness of the dataset, the spectral quality (Qs) of the tested 
samples is satisfactory (around 0.06) and the different types of neutron spectra are efficiently 
predicted. This promising building technique can be easily adapted to other nuclear contexts 
and domains (fusion, acceleration…) and is applicable to other detectors, which opens the 
way to a smart trend of finding new solutions in the nuclear fields.  It should be noted that 
the GA fulfils the requirements of the SNAC system where we mainly need to determine the 
proportion between thermal, epithermal, and fast neutrons because it has an impact on the 
dose. To meet other needs where a finer knowledge of the spectrum structures (resonances) 
is required, the GA algorithm will have to be improved/sophisticated regarding the fitness 
function (combination of criteria) and the management of mutations. Another improvement 
perspective is to improve automaticity and adaptability of the GA algorithm. 

Acknowledgment: the authors would like to thank Yann Richet for his valuable and constructive 
suggestions regarding the chosen methodology. 
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